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PREFACE

This book was written primarily as a text for a first course in

electronics for electrical engineering students. It should also be of

interest to physics majors and to practicing engineers and scientists

who wish to update their knowledge of semiconductor electronics and,
particularly, of integrated circuits.

The following basic approach is used : Each device is introduced
by presenting a simple physical picture of the internal behavior of the
device. This discussion leads to a characterization of the device in

terms of appropriate external variables and allows small-signal and
large-signal models to be constructed. An analysis of the device as a
circuit element in both analog and digital applications is then made.
Combinations of devices, particularly in integrated-circuit form, are

exploited as basic system building blocks. In summary: the reader is

taken step-by-step from semiconductor physics to devices, models,
circuits, and systems. Electronic design in the 1970’s will depend
predominantly upon the use of integrated circuits. Hence, the authors
feel that the IC implementation of a device, circuit or system should
be introduced into the EE curriculum as early as possible.

Almost every semiconductor device of importance (from dc
through the video frequency range) is considered. These include
sensistors, the p-n diode, the breakdown diode, the tunnel diode, the
Schottky diode, the photodiode, the varactor diode, light-emitting
diode, the bipolar junction transistor (BJT), the photo-transistor, the
junction field-effect transistor (JFET), the metal-oxide-semiconductor
field-effect transistor (MOSFET), the silicon controlled rectifier, and
integrated resistors and capacitors. Primary emphasis is on the
bipolar junction transistor in both the analog and digital mode.

The principal concern in the book is upon the analysis and design
of electronic circuits and subsystems. The approach is to consider each
circuit first on a descriptive basis in order to provide a clear understand-
ing and intuitive feeling for its behavior. Only after obtaining such
a qualitative insight into the operation of the circuit is mathematics
(through simple differential equations) used to express quantitative
relationships.

A wide variety of circuits are analyzed. Among these are

rectifiers (including capacitor filters), clippers, sampling gates, logic

gates (AND, OR, NOT, NAND, DTL, TTL, etc.), the low-frequency
BJT CE stage, the emitter follower, the Darlington pair, cascaded

xvii
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(BJT) stages (properly biased), the low-frequency CS and CD field effect

transistor stages, digital MOSFET circuits, the FET at high frequencies, the

BJT at high frequencies (both CE and CC configurations), frequency response

of multistage RC-coupled BJT and FET stages, feedback amplifiers at low

and high frequencies, compensated feedback amplifiers, oscillators, inverting

and noninverting operational amplifiers, differential amplifiers, compensated
OP AMPS, analog computer circuits, active filters, tuned amplifiers, loga-

rithmic amplifiers, sample and hold circuits, comparators, square-wave gen-

erators, triangular generators, flip-flops, shift registers, multiplexers, de-

coders, binary adders, counters, memories (ROM and RAM), digital-to-analog

converters, analog-to-digital converters, power amplifiers, voltage regulators,

and SCR power control circuits.

Methods of analysis and features which are common to many different

devices and circuits are emphasized. For example, Kirchhoff's, Thevenin's,

Norton's, and Miller's theorems are utilized throughout the text. Concepts
such as the load line (or load curve), the large-scale piecewise-linear approxi-

mations, and the small-scale linear models are used again and again. Pole-

zero functions, Bode plots and the dominant-pole concept are exploited in

connection with the study of the frequency response and compensation of

multistage amplifiers. Computer-aided analysis is resorted to wherever the

circuit complexity justifies it. Calculations of input and output resistances,

as well as current and voltage gains are made for a wide variety of amplifiers.

For the most part, real (commercially available) device characteristics

are employed. In this wa> the reader may become familiar with the order

of magnitude of device parameters, the variability of these parameters within

a given type and with a change of temperature, the effect of the inevitable

shunt capacitances in circuits, and the effect of input and output resistances

and loading on circuit operation. These considerations are of utmost impor-

tance to the student or the practicing engineer since the circuits to be designed

must function properly and reliably in the physical world, rather than under
hypothetical or ideal circumstances.

There are over 720 homework problems, which will test the student's

grasp of the fundamental concepts enunciated in the book and will give him
experience in the analysis and design of electronic circuits. In almost all

numerical problems realistic parameter values and specifications have been

chosen; An answer book is available for students, and a solutions manual
may be obtained from the publisher by an instructor who has adopted the

text. Each chapter is followed by many review (quiz) questions.

Considerable thought was given to the pedagogy of presentation, to the

explanation of circuit behavior, to the use of a consistent system of notation,

to the care with which diagrams are drawn, to the many illustrative examples

worked out in detail in the text, and to the review questions at the end of

each chapter. It is hoped that these will facilitate the use of the book in

self-study and that the practicing engineer will find the text useful in updating

himself in this fast-moving field.
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The authors adapted and rewrote much of the material in their book
"Electronic Devices and Circuits” (McGraw-Hill Book Company, New York,

1967). The new text differs from the old in a large number of respects as

follows: Whereas about 25 percent of the 1967 book was on vacuum tubes,

the present text makes no mention of these devices, since tubes are no longer

considered important by the electronic designer (except possibly for very high

voltage or power applications). The introductory physics has been simpli-

fied and shortened, while circuits have been treated in greater breadth and
depth. Those who wish to pursue the physics more thoroughly are referred

to the last chapter in the book where a comprehensive treatment of semi-

conductor device physics is presented. Much greater emphasis is placed upon
integrated circuits; not only are the fabrication and characteristics of IC’s

discussed, but many examples are given of subsystems in integrated circuit

form (such as logic families, logic functions, and OP AMPS). The chapter

on feedback amplifiers at low frequencies has been completely rewritten so

that all four topologies are treated in a consistent and simplified manner.
The high-frequency response of cascaded stages and of feedback amplifiers

(which was slighted in the 1967 text) is given an extensive treatment now
which includes a discussion of stability and compensation. There is a chap-

ter on logic circuits and another on IC’s as digital system building blocks.

A complete chapter is devoted to the operational amplifier and another on
IC’s as analog system building blocks.

The publishers sent a questionnaire to the (more than 100) professors who
had adopted "Electronic Devices and Circuits,” asking for desirable dele-

tions, additions, revisions, etc. in this book. We are indebted to the large

number of people who answered, and the present book reflects strongly the

suggestions made by them. In particular, we wish to acknowledge the detailed

constructive criticisms made by Professors R. S. Bennett, W. L. Brown, and
D. E. Franklin. The authors are grateful to Drs. M. C. Teich and E. S. Yang
who read portions of the manuscript and offered helpful suggestions for

improvements. We thank Professor H. Taub also because some of our

material parallels that in Millman and Taub’s “Pulse, Digital, and Switch-

ing Waveforms” (McGraw-Hill Book Company, New York, 1965). We
appreciate the considerable assistance given us by J. Derby, G. A. Katopis,

and J. J. Werner in carrying out the computer solutions, laboratory verifi-

cation of the performance of some of the circuits, and the solutions of the

homework problems. We express our thanks to Miss S. Silverstein for her

skillful service in typing the manuscript.

Jacob Millman

Christos C. Halidas
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ENERGY BANDS IN SOLIDS

In this chapter we begin with a review of the basic atomic properties of

matter leading to discrete electronic energy levels in atoms. We find

that these energy levels are spread into energy bands in a crystal.

This band structure allows us to distinguish between an insulator, a

semiconductor, and a metal.

1-1 CHARGED PARTICLES

The charge, or quantity, of negative electricity and the mass of the

electron have been found to be 1.60 X 10-19 C (coulomb) and
9.11 X 10-31 kg, respectively. The values of many important physical

constants are given in Appendix A, and a list of conversion factors and
prefixes is given in Appendix B. Some idea of the number of electrons

per second that represents current of the usual order of magnitude is

readily possible. For example, since the charge per electron is

1.60 X 10“ 19 C, the number of electrons per coulomb is the reciprocal

of this number, or approximately, 6 X 10,
18 Further, since a current

of 1 A (ampere) is the flow of 1 C/s, then a current of only 1 pA (1 pico-

ampere, or 10-12 A) represents the motion of approximately 6 million

electrons per second. Ye t a current of 1 pA is so small that considerable

difficulty is experienced in attempting to measure it.

The charge of a positive ion is an integral multiple of the charge

of the electron, although it is of- opposite sign. For the case of singly

ionized particles, the charge is equal to that of the electron. For the

case of doubly ionized particles, the ionic charge is twice that of the

electron.

The mass of an atom is expressed as a number that is based on the

choice of the atomic weight of oxygen equal to 16. The mass of a

hypothetical atom of atomic weight unity is, by this definition, one-

sixteenth that of the mass of monatomic oxygen and has been calcu-

lated to be 1.66 X 10-27 kg. Hence, to calculate the mass in kilograms
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of any atom
,

it is necessary only to multiply the atomic weight of the atom by

1.66 X 10~ 27 kg. A table of atomic weights is given in Table 1-1 on p. 12.

The radius of the electron has been estimated as 10“ 15 m, and that of an
atom as 10~ 10 m. These are so small that all charges are considered as mass
points in the following sections.

In a semiconductor crystal such as silicon, two electrons are shared by each
pair of ionic neighbors. Such a configuration is called a covalent bond. Under
certain circumstances an electron may be missing from this structure, leaving

a “hole” in the bond. These vacancies in the covalent bonds may move from
ion to ion in the crystal and constitute a current equivalent to that resulting

from the motion of free positive charges. The magnitude of the charge

associated with the hole is that of a free electron. This very brief introduction

to the concept of a hole as an effective charge carrier is elaborated upon in

Chap. 2.

1-2 FIELD INTENSITY, POTENTIAL, ENERGY

By definition, the force f
(newtons ) on a unit positive charge in an electric field

is the electric field intensity £ at that point. Newton's second law determines
the motion of a particle of charge q (coulombs), mass m (kilograms), moving
with a velocity v (meters per second) in a field £ (volts per meter).

f = ?£ = m (1-1)

The mks (meter-kilogram-second) rationalized system of units is found to be
most convenient for subsequent studies. Unless otherwise stated, this system
of units is employed throughout this book.

Potential By definition, the potential V (volts) of point B with respect to

point A is the work done against the field in taking a unit positive charge from
A to B . This definition is valid for a three-dimensional field. For a one-
dimensional problem with A at x0 and B at an arbitrary distance x, it follows

thatf

V^-fi&dx ( 1
-2)

where £ now represents the X component of the field. Differentiating Eq.
(1-2) gives

The minus sign shows that the electric field is directed from the region of

higher potential to the region of lower potential. In three dimensions, the

electric field equals the negative gradient of the potential.

f The symbol = is used to designate “equal to by definition.”
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By definition, the 'potential energy U (joules) equals the potential multiplied

by the charge q under consideration
,
or

U = qV (1-4)

If an electron is being considered, q is replaced by -q (where q is the magnitude
of the electronic charge) and U has the same shape as V but is inverted.

The law of conservation of energy states that the total energy W, which
equals the sum of the potential energy U and the kinetic energy ±mv2

,
remains

constant. Thus, at any point in space,

W = U + -$mv 2 = constant
( 1

_5)

As an illustration of this law, consider two parallel electrodes (A and B of

Fig. 1-la) separated a distance d, with B at a negative potential Vd with respect

to A. An electron leaves the surface of A with a velocity v0 in the direction

toward B. How much speed v will it have if it reaches B ?

From the definition, Eq. (1-2), it is clear that only differences of

potential have meaning, and hence let us arbitrarily ground A, that is, consider

it to be at zero potential. Then the potential at B is V = - Vd} and the
potential energy is U = -qV = qVd . Equating the total energy at A to

that at B gives

W - \mvj1 = Imv 2 + qVd
( 1

_6 )

Fig. 1-1 (a) An electron leaves electrode A with an initial speed vQ

and moves in a retarding field toward plate B
; (b) the potential;

(c) the potential-energy barrier between electrodes.
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This equation indicates that v must be less than v0} which is obviously correct

since the electron is moving in a repelling field. Note that the final speed v

attained by the electron in this conservative system is independent of the form

of the variation of the field distribution between the plates and depends only

upon the magnitude of the potential difference Vd . Also, if the electron is to

reach electrode B
,
its initial speed must be large enough so that £ mv0

2 > qVd .

Otherwise, Eq. (1-6) leads to the impossible result that v is imaginary. We
wish to elaborate on these considerations now.

The Concept of a Potential-energy Barrier For the configuration of

Fig. 1-la with electrodes which are large compared with the separation d
}
we

can draw (Fig. 1-16) a linear plot of potential V versus distance x (in the inter-

electrode space). The corresponding potential energy U versus x is indicated

in Fig. 1-lc. Since potential is the potential energy per unit charge, curve c

is obtained from curve 6 by multiplying each ordinate by the charge on the

electron (a negative number). Since the total energy W of the electron remains

constant, it is represented as a horizontal line. The kinetic energy at any

distance x equals the difference between the total energy W and the potential

energy U at this point. This difference is greatest at 0, indicating that the

kinetic energy is a maximum when the electron leaves the electrode A. At

the point P this difference is zero, which means that no kinetic energy exists,

so that the particle is at rest at this point. This distance xQ is the maximum

that the electron can travel from A. At point P (where x = x0) it comes

momentarily to rest, and then reverses its motion and returns to A .

Consider a point such as S which is at a greater distance than xQ from

electrode A. Here the total energy QS is less than the potential energy RS
,
so

that the difference, which represents the kinetic energy, is negative. This is

an impossible physical condition, however, since negative kinetic energy

(%mv2 < 0) implies an imaginary velocity. We must conclude that the particle

can never advance a distance greater than x0 from electrode A.

The foregoing analysis leads to the very important conclusion that the

shaded portion of Fig. 1-lc can never be penetrated by the electron. Thus, at

point P, the particle acts as if it had collided with a solid wall, hill, or barrier

and the direction of its flight had been altered. Potential-energy barriers of

this sort play important role in the analyses of semiconductor devices.

It must be emphasized that the words “collides with” or “rebounds from”

a potential “hill” are convenient descriptive phrases and that an actual

encounter between two material bodies is not implied.

1-3 THE eV UNIT OF ENERGY

The joule (J) is the unit of energy in the mks system. In some engineering

power problems this unit is very small, and a factor of 10 3 or 10 6
is introduced

to convert from watts (1 W = 1 J/s) to kilowatts or megawatts, respectively.
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However, in other problems, the joule is too large a unit, and a factor of 10~ 7

is introduced to convert frum joules to ergs. For a discussion of the energies
involved in electronic devices, even the erg is much too large a unit. This
statement is not to be construed to mean that only minute amounts of energy
can be obtained from electron devices. It is true that each electron possesses
a tiny amount of energy, but as previously pointed out (Sec. 1-1), an enormous
number of electrons are involved even in a small current, so that considerable
power may be represented.

A unit of work or energy, called the electron volt (eV), is defined as follows:

1 eV = 1.60 X 10- 19 J

Of course, any type of energy, whether it be electric, mechanical, thermal, etc.,

may be expressed in electron volts.

The name electron volt arises from the fact that, if an electron falls through
a potential of one volt, its kinetic energy will increase by the decrease in

potential energy, or by

qV = (1.60 X 10- 19 C)(l V) = 1.60 X 10“ 19 J = 1 eV

However, as mentioned above, the electron-volt unit may be used for any type
of energy, and is not restricted to problems involving electrons.

A potential-energy barrier of E (electron volts) is equivalent to a potential
hill of V (volts) if these quantities are related by

qV = 1.60 X 10~ 19 E (1-7)

Note that V and E are numerically identical but dimensionally different.

1-4 THE NATURE OF THE ATOM

We wish to develop the band structure of a solid, which will allow us to
distinguish between an insulator, a semiconductor, and a metal. We begin
with a review of the basic properties of matter leading to discrete electronic
energy levels in atoms.

Rutherford, in 1911, found that the atom consists of a nucleus of positive
charge that contains nearly all the mass of the atom. Surrounding this central
positive core are negatively charged electrons. As a specific illustration of this

atomic model, consider the hydrogen atom. This atom consists of a positively
charged nucleus (a proton) and a single electron. The charge on the proton is

positive and is equal in magnitude to the charge on the electron. Therefore
the atom as a whole is electrically neutral. Because the proton carries practi-
cally all the mass of the atom, it will remain substantially immobile, whereas
the electron will move about it in a closed orbit. The force of attraction
between the electron and the proton follows Coulomb’s law. It can be shown
from classical mechanics that the resultant closed path will be a circle or an
ellipse under the action of such a force. This motion is exactly analogous to
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that of the planets about the sun, because in both cases the force varies inversely

as the square of the distance between the particles.

Assume, therefore, that the orbit of the electron in this planetary model

of the atom is a circle, the nucleus being supposed fixed in space. It is a

simple matter to calculate its radius in terms of the total energy W of the

electron. The force of attraction between the nucleus and the electron of the

hydrogen atom is q
2
/A.ive 0r

2
}
where the electronic charge q is in coulombs, the

separation r between the two particles is in meters, the force is in newtons, and

Co is the permittivity of free space, f By Newton's second law of motion, this

must be set equal to the product of the electronic mass m in kilograms and the

acceleration v 2/r toward the nucleus, where v is the speed of the electron in its

circular path, in meters per second. Then

q
2

_ mv 2

47re 0?‘ 2 r
(1-8)

Furthermore, the potential energy of the electron at a distance r from the

nucleus is — q
2/ATre 0r, and its kinetic energy is \mv 2

. Then, according to

the conservation of energy,

W = £mv2 — g
2

47TC 0
?’

(1-9)

where the energy is in joules.

IF = - g
2

87rc 0r

Combining this expression with (1-8) produces

(1-10)

which gives the desired relationship between the radius and the energy of the

electron. This equation show's that the total energy of the electron is always

negative. The negative sign arises because the potential energy has been

chosen to be zero when r is infinite. This expression also show's that the

energy of the electron becomes smaller (i.e., more negative) as it approaches

closer to the nucleus.

The foregoing discussion 'of the planetary atom has been considered only

from the point of view' of classical mechanics. However, an accelerated charge

must radiate energy, in accordance with the classical laws of electromagnetism.

If the charge, is performing oscillations of a frequency /, the radiated energy

will also be of this frequency. Hence, classically, it must be concluded that

the frequency of the emitted radiation equals the frequency with w'hich the

electron is rotating in its circular orbit.

There is one feature of this picture that cannot be reconciled with experi-

ment. If the electron is radiating energy, its total energy must decrease by

the amount of this emitted energy. As a result the radius r of the orbit must

decrease, in accordance wTith Eq. (1-10). Consequently, as the atom radiates

energy, the electron must move in smaller and smaller orbits, eventually fall-

ing into the nucleus. Since the frequency of oscillation depends upon the size

t The numerical value of e 0 is given in Appendix A.
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of the circular orbit, the energy radiated would be of a gradually changing fre-
quency. Such a conclusion, however, is incompatible with the sharply defined
frequencies of spectral lines.

The Bohr Atom The difficulty mentioned above was resolved by Bohr in
1913. He postulated the following three fundamental laws:

1. Not all energies as given by classical mechanics are possible, but the
atom can possess only certain discrete energies. While in states correspond-
ing to these discrete energies, the electron does not emit radiation, and the
electron is said to be in a stationary

,
or nonradiating, state.

2. In a transition from one stationary state corresponding to a definite
energy W 2 to another stationary state, with an associated energy Wh radiation
will be emitted. The frequency of this radiant energy is given by

3 7T~ (l-ll)

wheie h is Planck s constant in joule-seconds, the IP’s are expressed in joules,
and / is in cycles per second, or hertz.

3.

A stationary state is determined by the .condition that the angular
momentum of the electron in this state is quantized and must be an integral
multiple of h/2ir. Thus

where n is an integer.

Combining Eqs. (1-8) and (1-12), we obtain the radii of the stationary
states (Prob. 1-13), and from Eq. (1-10) the energy level in joules of each state
is found to be

mq A

Sh 2
e0

2 n 2 (1-13)

Then, upon making use of Eq. (1-11), the exact frequencies found in the hydro-
gen spectrum are obtained—

a Remarkable achievement. The radius of the
lowest state is found to be 0.5 A.

1-5 ATOMIC ENERGY LEVELS

For each integral value of n in Eq. (1-13) a horizontal line is drawn. These
lines are arranged vertically in accordance with the numerical values calculated
from Eq. (1-13). Such a convenient pictorial representation is called an
energy-level diagram and is indicated in Fig. 1-2 for hydrogen. The number to
the left of each line gives the energy of this level in electron volts. The
number immediately to the right of a line is the value of n. Theoretically, an
infinite number of levels exist for each atom, but only the first five and the
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Energy E, eV
Ionization level

0 —
- 0.56 —
- 0.87 —
- 1.63 —

- 3.41

18751 12818

Infrared

Visible

- 13.60
Normal state

Ultraviolet

E + 13.6

13.60

13.04
12.73

12.07

10.19

0

Fig. 1-2 The lowest five energy

levels and the ionization level of

hydrogen. The spectral lines are

in angstrom units.

level for n = °o are indicated in Fig. 1-2. The horizontal axis has no signifi-

cance here, but in extending such energy-level diagrams to solids, the X axis

will be used to represent the separation of atoms within a crystal (Fig. 1-3) or

the distance within a solid. In such cases the energy levels are not constant,

but rather are functions of x.

It is customary to express the energy value of the stationary states in

electron volts E rather than in joules W. Also, it is more common to specify

the emitted radiation by its wavelength X in angstroms rather than by its

frequency / in hertz. In these units, Eq. (1-11) may be rewritten in the form

_ 12,400
(1-14)

Ei — E

Since only differences of energy enter into this expression, the zero state

may be chosen at will. It is convenient and customary to choose the lowest

energy state as the zero level. Such a normalized scale is indicated to the

extreme right in Fig. 1-2. The lowest energy state is called the normal
,
or

ground
,
level, and the other stationary states of the atom are called excited

,

radiating
,
critical

,
or resonance

,
levels.

As the electron is given more and more energy, it moves into stationary

states which are farther and farther away from the nucleus. When its energy

is large enough to move it completely out of the field of influence of the ion, it

becomes “detached” from it. The energy required for this process to occur

is called the ionization potential and is represented as the highest state in the

energy-level diagram; 13.60 eV for hydrogen.
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Collisions of Electrons with Atoms The foregoing discussion shows that
energy must be supplied to an atom in order to excite or ionize the atom. One
of the most important ways to supply this energy is by electron impact.
Suppose that an electron is accelerated by the potential applied to a discharge
tube. The energy gained from the field may then be transferred to an atom
when the electron collides with the atom. If the bombarding electron has
gained more than the requisite energy from the discharge to raise the atom
from its normal state to a particular resonance level, the amount of energy in
excess of that required for excitation will be retained by the incident electron
as kinetic energy after the collision.

^

If an impinging electron possesses an amount of energy at least equal to the
ionization potential of the gas, it may deliver this energy to an electron of the
atom and completely remove it from the parent atom. Three charged particles
result from such an ionizing collision: two electrons and a positive ion.

The Photon Nature of Light Assume that an atom has been raised from
the ground state to an excited level by electron bombardment. The mean
life of an excited state ranges from 10~ 7 to lO" 10

s, the excited electron returning
to its previous state after the lapse of this time. In this transition, the atom
must lose an amount of energy equal to the difference in energy between the
two states that it has successively occupied, this energy appearing in the form
of radiation. According to the postulates of Bohr, this energy is emitted in
the form of a photon of light, the frequency of this radiation being given by
Eq. (1-11), or the wavelength by Eq. (1-14). The term 'photon denotes an
amount of radiant energy equal to the constant h times the frequency. This
quantized nature of an electromagnetic wave was first introduced by Planck,
in 1901, in order to verify theoretically the blackbody radiation formula
obtained experimentally.

The photon concept of radiation may be difficult to comprehend at first.

Classically, it was believed that the atoms were systems that emitted radiation
continuously in all directions. According to the foregoing theory, however,
this is not true, the emission of light by an atom being a discontinuous process.
That is, the atom radiates only when it makes a transition from one energy
level to a lower energy state. In this transition, it emits a definite amount
of energy of one particular frequency, namely, one photon hf of light. Of
course, when a luminous discharge is observed, this discontinuous nature of
radiation is not suspected because of the enormous number of atoms that are
radiating energy and, correspondingly, because of the immense number of
photons that are emitted in unit time.

Spectral Lines The arrows in Fig. 1-2 represent six possible transitions
between stationary states. The attached number gives the wavelength of
the emitted radiation. For example, the ultraviolet line 1,216 A is radiated
when the hydrogen atom drops from its first excited state, n = 2, to its normal
state, n = 1.
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Another important method, called photoexcitation
,
by which an atom may

be elevated into an excited energy state, is to have radiation fall on the gas.

An atom may absorb a photon of frequency / and thereby move from the level

of energy W\ to the high energy levelW 2 ,
where W 2 = W x + kf. An extremely

important feature of excitation by photon capture is that the photon will not

be absorbed unless its energy corresponds exactly to the energy difference between

two stationary levels of the atom with which it collides. For example, if a normal

hydrogen atom is to be raised to its first excited state by means of radiation,

the wavelength of this light must be 1,216 A (which is in the ultraviolet region

of the spectrum).

When a photon is absorbed by an atom, the excited atom may return to

its normal state in one jump, or it may do so in several steps. If the atom

falls into one or more excitation levels before finally reaching the normal state,

it will emit several photons. These will correspond to energy differences

between the successive excited levels into which the atom falls. None of the

emitted photons will have the frequency of the absorbed radiation! This

fluorescence cannot be explained by classical theory, but is readily understood

once Bohr’s postulates are accepted.

Photoionization If the frequency of the impinging photon is sufficiently

high, it may have enough energy to ionize the atom. The photon vanishes

with the appearance of an electron and a positive ion. Unlike the case of

photoexcitation, the photon need not possess an energy corresponding exactly

to the ionization energy of the atom. It need merely possess at least this much

energy. If it possesses more than ionizing energy, the excess will appear as

the kinetic energy of the emitted electron and positive ion. It is found by

experiment, however, that the maximum probability of photoionization occurs

when the energy of the photon is equal to the ionization potential, the proba-

bility decreasing rapidly for higher photon energies.

Wave Mechanics Since a photon is absorbed by only one atom, the

photon acts as if it were concentrated in a very small volume of space, in

contradiction to the concept of a wave associated with radiation. De Broglie,

in 1924, postulated that the dual character of wave and particle is not limited

to radiation, but is also exhibited by particles such as electrons, atoms, or

macroscopic masses. He postulated that a particle of momentum p = mv

has a wavelength X associated with it given by

X = - (1-15)
P

We can make use of the wave properties of a moving electron to establish

Bohr’s postulate that a stationary state is determined by the condition that

the angular momentum must be an integral multiple of hf2r. It seems

reasonable to assume that an orbit of radius r will correspond to a stationary

state if it contains a standing-wave pattern. In other words, a stable orbit is
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one whose circumference is exactly equal to the electronic wavelength X, or to

n\j where n is an integer (but not zero). Thus

27i-r = n\ = —
mv (1-16)

Clearly, Eq. (1-16) is identical with the Bohr condition [Eq. (1-12)].

Schrodinger carried the implication of the wave nature of matter further

and developed a wave equation to describe electron behavior in a potential

field U(x
, y, z). The solution of this differentia] equation is called the

wave function, and it determines the probability density at each point in

space of finding the electron with total energy W. If the potential energy,

U = -q 2/±ire0r }
for the electron in the hydrogen atom is substituted into the

Schrodinger equation, it is found that a meaningful physical solution is possible

only if W is given by precisely the energy levels in Eq. (1-13), which were
obtained from the simpler Bohr picture of the atom.

1-6 ELECTRONIC STRUCTURE OF THE ELEMENTS

The solution of the Schrodinger equation for hydrogen or any multielectron

atom requires three quantum numbers. These are designated by n, Z, and
mi and are restricted to the following integral values:

n -
1, 2, 3, . . .

I = 0, 1, 2, . . . ,
(n - 1)

mi — 0, +1, +2, . . . ,
+ 1

To specify a wave function completely it is found necessary to introduce a
fourth quantum number. This spin quantum number m s may assume only
two values, +i or — (corresponding to the same energy).

The Exclusion Principle The periodic table of the chemical elements
(given in Table 1-1) may.be explained by invoking a law enunciated by Pauli
in 1925. He stated that no hvo electrons in an electronic system can have the

same set offour quantum numbers
,
n, l, mu and m s . This statement that no two

electrons may occupy the same quantum state is known as the Pauli exclusion
principle .

Electronic Shells All the electrons in an atom which have the same value
of n are said to belong to the same electron shell. These shells are identified

by the letters K, L, M, N, . . . ,
corresponding to n = 1, 2, 3, 4, . . . ,

respectively. A shell is divided into subshells corresponding to different values
of l and identified as s, p, d, f, . .

. ,
corresponding to l = 0, 1, 2, 3, ...

,

respectively. Taking account of the exclusion principle, the distribution of
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TABLE 1-2 Electron shells and subshells

Shell

n

K

1

L

2

M

3

N

4

1

Subshell. . .

0

s

0

s

1

P

0

s

1

P

2

d

0

s

1

P

2

d

3

f

nil 0 0 0, +1 0 0, ±1 0, + 1 ,
+2 0 0, +1 0, ±1, +2 o 1+ co

Number 1

of

electrons )

2 2 6 2 6 10 2 6 10 14

2 8 18 32

electrons in an atom among the shells and subshells is indicated in Table 1-2.

Actually, seven shells are required to account for all the chemical elements,

but only the first four are indicated in the table.

There are two states for n = 1 corresponding to l = 0, mi = 0, and
m a = ±~J. These are called the Is states. There are two states correspond-

ing to n = 2, l = 0, mi —
0, and m 3 = ±+ These constitute the 2s sub-

shell. There are, in addition, six energy levels corresponding to n = 2, l = 1,

wzz = —1, 0, or +1, and m a = ++ These are designated as the 2p subshell.

Hence, as indicated in Table 1-2, the total number of electrons in the L shell is

2 + 6 = 8. In a similar manner we may verify that a d subshell contains a

maximum of 10 electrons, an/ subshell a maximum of 14 electrons, etc.

The atomic number Z gives the number of electrons orbiting about the

nucleus. Let us use superscripts to designate the number of electrons in a

particular subshell. Then sodium, Na, for which Z = 11, has an electronic

configuration designated by ls^s^p^s 1
. Note that Na has a single electron

in the outermost unfilled subshell, and hence is said to be monovalent. This

same property is possessed by all the alkali metals (Li, Na, K, Rb, and Cs),

which accounts for the fact that these elements in the same group in the

periodic table (Table 1-1) have similar chemical properties.

The inner-shell electrons are very strongly bound to an atom, and cannot
be easily removed. That is, the electrons closest to the nucleus are the most
tightly bound, and so have the lowest energy. Also, atoms for which the

electrons exist in closed shells form very stable configurations. For example,

the inert gases He, Ne, A, Kr, and Xe, all have either completely filled shells

or, at least, completely filled subshells.

Carbon, silicon, germanium, and tin have the electronic configurations

indicated in Table 1-3. Note that each of these elements has completely filled

subshells except for the outermost p shell, which contains only two of the

six possible electrons. Despite this similarity, carbon in crystalline form
(diamond) is an insulator, silicon and germanium solids are semiconductors,

and tin is a metal. This apparent anomaly is explained in the next section.
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TABLE 1-3 Electronic configuration in Group IVA

Element

Atomic

number Configuration

C 6 ls 22s 22p 2

Si 14 ls 22s 22p 63s 23p 2

Ge 32 ls 22s 22p 63s 23p 63c2104s 24p 2

Sn 50 l5 22s 22p 63s 23p 63d 104s 24p 64d 105s 25p 2

1-7 THE ENERGY-BAND THEORY OF CRYSTALS

X-ray and other studies reveal that most metals and semiconductors are

crystalline in structure. A crystal consists of a space array of atoms or

molecules (strictly speaking, ions) built up by regular repetition in three

dimensions of some fundamental structural unit. The electronic energy levels

discussed for a single free atom (as in a gas, where the atoms are sufficiently

far apart not to exert any influence on one another) do not apply to the same
atom in a crystal. This is so because the potential characterizing the crystal-

line structure is now a periodic function in space whose value at any point is

the result of contributions from ever} atom. When atoms form crystals, it is

found that the energy levels of the inner-shell electrons are not affected

appreciably by the presence of the neighboring atoms. However, the levels

of the outer-shell electrons are changed considerably, since these electrons are

shared by more than one atom in the crystal. The new energy levels of the

outer electrons can be determined by means of quantum mechanics, and it is

found that coupling between the outer-shell electrons of the atoms results in a

band of closely spaced energy states, instead of the widely separated energy
levels of the isolated atom (Fig. 1-3). A qualitative discussion of this energy-
band structure follows.

Consider a crystal consisting of N atoms of one of the elements in Table
1-3. Imagine that it is possible to vary the spacing between atoms without
altering the type of fundamental crystal structure. If the atoms are so far

apart that the interaction between them is negligible, the energy levels will

coincide with those of the isolated atom. The outer two subshells for each
element in Table 1-3 contain two s electrons and two p electrons. - Hence,
if we ignore the inner-shell levels, then, as indicated to the extreme right in

Fig. l-3a, there are 2N electrons completely filling the 2N possible s levels,

all at the same energy. Since the p atomic subshell has six possible states,

our imaginary crystal of widely spaced atoms has 2N electrons, which fill only

one-third of the 6N possible p states, all at the same level.

If we now decrease the interatomic spacing of our imaginary crystal

(moving from right to left in Fig. l-3a), an atom will exert an electric force

on its neighbors. Because of this coupling between atoms, the atomic-wave
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Fig. 1-3 Illustrating how the energy levels of isolated atoms are

split into energy bands when these atoms are brought into close

proximity to form a crystal.

functions overlap, and the crystal becomes an electronic system which must
obey the Pauli exclusion principle. Hence the 2N degenerate s states must
spread out in energy. The separation between levels is small, but since N is

very large (^10 23 cm-3), the total spread between the minimum and maximum
energy may be several electron volts if the interatomic distance is decreased
sufficiently. This large number of discrete but closely spaced energy levels

is called an energy band
,
and is indicated schematically by the lower shaded

region in Fig. l-3a. The 2N states in this band are completely filled with
2N electrons. Similarly, the upper shaded region in Fig. l-3o is a band of

QN states which has only 2N of its levels occupied by electrons.

Note that there is an energy gap (a forbidden band) between the two
bands discussed above and that this gap decreases as the atomic spacing
decreases. For small enough distances (not indicated in Fig. l-3a but shown
in Fig. 1-36) these bands will overlap. Under such circumstances the 6A upper
states merge with the 2

N

lower states, giving a total of 8N levels, half of which
are occupied by the 2N + 2N = 4A available electrons. At this spacing each
atom has given up four electrons to the band; these electrons can no longer be
said to orbit in s or p subshells of an isolated atom, but rather they belong to

the crystal as a whole. In this sense the elements in Table 1-3 are tetravalent,

since they contribute four electrons each to the crystal. The band these

electrons occupy is called the valence band.

If the spacing between atoms is decreased below the distance at which
the bands overlap, the interaction between atoms is indeed large. The energy-
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band structure then depends upon the orientation of the atoms relative to one

another in space (the crystal structure) and upon the atomic number, which
determines the electrical constitution of each atom. Solutions of Schrodinger’s

equation are complicated and have been obtained approximately for only rela-

tively few crystals. These solutions lead us to expect an energy-band diagram
somewhat as pictured 1 in Fig. 1-36. At the crystal-lattice spacing (the dashed
vertical line), we find the valence band filled with 4iV electrons separated by a

forbidden band (no allowed energy states) of extent EG from an empty band
consisting of 4iV additional states. This upper vacant band is called the con-

duction band
,
for reasons given in the next section.

1-8 INSULATORS, SEMICONDUCTORS, AND METALS

A very poor conductor of electricity is called an insulator; an excellent con-

ductor is a metal; and a substance whose* conductivity lies between these

extremes is a semiconductor. A material may be placed in one of these three

classes, depending upon its energy-band structure.

Insulator The energy-band structure of Fig. 1-36 at the normal lattice

spacing is indicated schematically in Fig. l-4a. For a diamond (carbon)

crystal the region containing no quantum states is several electron volts high

(Eg ~ 6 eV). This large forbidden band separates the filled valence region

from the vacant conduction band. The energy which can be supplied to an
electron from an applied field is too small to carry the particle from the filled

into the vacant band. Since the electron cannot acquire sufficient applied

energy, conduction is impossible, and hence diamond is an insulator.

Semiconductor A substance for which the width of the forbidden energy

region is relatively small (~1 eV) is called a semiconductor. Graphite, a

(«) (b)

Co

r

nduction

band

' Veilence
3and

(c)

Fig. 1-4 Energy-band structure of (a) an insulator, (b) a semi-

conductor, and (c) a metal.
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crystalline form of carbon but having a crystal symmetry which is different

from diamond, has such a small value of EG ,
and it is a semiconductor. The

most important practical semiconductor materials are germanium and silicon,

which have values of EG of 0.785 and 1.21 eV, respectively, at 0°K. Energies

of this magnitude normally cannot be acquired from an applied field. Hence
the valence band remains full, the conduction band empty, and these materials

are insulators at low temperatures. However, the conductivity increases with
temperature, as we explain below. These substances are known as intrinsic

{pure) semiconductors.

As the temperature is increased, some of these valence electrons acquire

thermal energy greater than EG ,
and hence move into the conduction band.

These are now free electrons in the sense that they can move about under
the influence of even a small applied field. These free, or conduction, elec-

trons are indicated schematically by dots in Fig. 1-46. The insulator has now
become slightly conducting; it is a semiconductor. The absence of an electron

in the valence band is represented by a small circle in Fig. 1-46, and is called a
hole. The phrase “holes in a semiconductor” therefore refers to the empty
energy levels in an otherwise filled valence band.

The importance of the hole is that it may serve as a carrier of electricity,

comparable in effectiveness with the free electron. The meclmnism by which
a hole contributes to conductivity is explained in Sec. 2-2. We also show in

Chap. 2 that if certain impurity atoms are introduced into the crystal, these

result in allowable energy states which lie in the forbidden energy gap. We
find that these impurity levels also contribute to the conduction. A semi-

conductor material where this conduction mechanism predominates is called

an extrinsic {impurity) semiconductor.

Since the band-gap energy of a ciystal is a function of interatomic spacing

(Fig. 1-3), it is not surprising that EG depends somewhat on temperature.

It has been determined experimentally that EG decreases with temperature,

and this dependence is given in Sec. 2-5.

Metal A solid which contains a partly filled band structure is called a
metal. Under the influence of an applied electric field the electrons may acquire

additional energy and move into higher states. Since these mobile electrons

constitute a current, this substance is a conductor and the partly filled region

is the conduction band. One example of the band structure of a metal is

given in Fig. l-4c, which shows overlapping valence and conduction bands.
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REVIEW QUESTIONS

1-1 Define potential energy in words and as an equation.

1-2 Define an electron volt.

1-3 State Bohr’s three postulates for the atom.

1-4 Define a photon.

1-5 Define (a) pholoexcitation; (b) photoionization.

1 -6 State the Pauli exclusion principle.

1-7 Give the electronic configuration for an atom of a specified atomic number Z.

For example, Z = 32 for germanium.

1-8 Explain why the energy levels of an atom become energy bands in a solid.

1-9 What is the difference between the band structure of an insulator and of a

semiconductor?

1-10 What is the difference between the band structure of a semiconductor and

of a metal?

1-11 Explain why a semiconductor acts as an insulator at 0°K and why its

conductivity increases with increasing temperature.

1-12 What is the distinction between an intrinsic and an extrinsic semiconductor?

1-13 Define a hole in a semiconductor.



TRANSPORT PHENOMENA IN

SEMICONDUCTORS

The current in a metal is due to the flow of negative charges (electrons),

whereas the current in a semiconductor results from the movement of
both electrons and positive charges (holes). A semiconductor may be
doped with impurity atoms so that the current is due predominantly
either to electrons or to holes. The transport of the charges in a
crystal under the influence of an electric field (a drift current), and
also as a result of a nonuniform concentration gradient (a diffusion
current), is investigated.

2-1 MOBILITY AND CONDUCTIVITY

In the preceding chapter we presented an energy-band picture of
metals, semiconductors, and insulators. In a metal the outer, or
valence, electrons of an atom are as much associated with one ion
as with another, so that the electron attachment to any individual
atom is almost zero. In terms of our previous discussion this means
that the band occupied by the valence electrons may not be com-
pletely filled and that there are no forbidden levels at higher energies.
Depending upon the metal, at least one, and sometimes two or three,
electrons per atom are free to move throughout the interior of the
metal under the action of applied fields.

Figure 2-1 is a two-dimensional schematic picture of the charge
distribution within a metal. The shaded regions represent the net
positive charge of the nucleus and the tightly bound inner electrons.
The black dots represent the outer, or valence, electrons in the atom.
It is these electrons that cannot be said to belong to any particular
atom; instead, they have completely lost their individuality and can
wander freely about from atom to atom in the metal. Thus a metal is

19
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visualized as a region containing a periodic three-dimensional array of heavy,

tightly bound ions permeated with a swarm of electrons that may move about

quite freely. This picture is known as the electron-gas description of a metal.

According to the electron-gas theory of a metal, the electrons are m
continuous motion, the direction of flight being changed at each collision

with the heavy (almost stationary) ions. The average distance between col-

lisions is called the mean free path. Since the motion is random, then, on an

average, there will be as many electrons passing through unit area in the metal

in any direction as in the opposite direction in a given time. Hence the

average current is zero.

Let us now see how the situation is changed if a constant electric field

£ (volts per meter) is applied to the metal. As a result of this electrostatic

force, the electrons would be accelerated and the velocity would increase

indefinitely with time, were it not for the collisions with the ions. However,

at each inelastic collision with an ion, an electron loses energy, and a steady-

state condition is reached where a finite value of drift speed v is attained. 1

This drift velocity is in the direction opposite to that of the electric field.

The speed at a time t between collision is at, where a = qZ/m is the acceleration.

Hence the average speed v is proportional to £. Thus

v = yZ (2-1)

where \i (square meters per volt-second) is called the mobility of the electrons.

According to the foregoing theory, a steady-state drift speed has been

superimposed upon the random thermal motion of the electrons. Such a

directed flow of electrons constitutes a current. We now calculate the magni-

tude of the current.

Current Density If N electrons are contained in a length L of conductor

(Fig. 2-2), and if it takes an electron a time T s to travel a distance of L m in
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Fig. 2-2 Pertaining to the calculation of current

density.

electronsm
k- L >-

the conductor, the total number of electrons passing through any cross section

of wire in unit time is N/T. Thus the total charge per second passing any
area, which, by definition, is the current in amperes, is

j _ Nq _ Nqv
1 ~

~T TT (2-2)

because L/T is the average, or drift, speed v m/s of the electrons. By definition,

the current density, denoted by the symbol J
,
is the current per unit area of the

conducting medium, That is, assuming a uniform current distribution,

where J is in amperes per square meter, and A is the cross-sectional area (in

meters) of the conductor. This becomes, by Eq. (2-2),

_ Nqv
J ~LA (2-4)

From Fig. 2-2 it is evident that LA is simply the volume containing the N
electrons, and so N/LA is the electron concentration n (in electrons per cubic

meter). Thus

N
71

LA (2-5)

and Eq. (2-4) reduces to

J = nqv = pv (2-6)

where p = nq is the charge density, in coulombs per cubic meter, and v is in

meters per second.

This derivation is independent of the form of the conducting medium.
Consequently, Fig. 2-2 does not necessarily represent a wire conductor. It

may represent equally well a portion of a gaseous-discharge tube or a volume
element of a semiconductor. Furthermore, neither p nor v need be constant,

but may vary from point to point in space or may vary with time.

Conductivity From Eqs. (2-6) and (2-1)

J = nqv = nqp& = <rS (2-7)

where

a = nqp. (2-8)

is the conductivity of the metal in (ohm-meter)-1 . Equation (2-7) is recog-
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nized as Ohm's law, namely, the conduction current is proportional to the

applied voltage. As already mentioned, the energy which the electrons acquire

from the applied field is, as a result of collisions, given to the lattice ions.

Hence power is dissipated within the metal by the electrons, and the power
density (Joule heat) is given by JS = crS 2 (watts per cubic meter).

2-2 ELECTRONS AND HOLES IN AN INTRINSIC SEMICONDUCTOR 1

From Eq. (2-8) we see that the conductivity is proportional to the concentra-

tion n of free electrons. For a good conductor,, n is very large (^lO 28

electrons/m 3
) ;

for an insulator, n is very small (^lO 7
) ;
and for a semiconductor,

n lies between these two values. The valence electrons in a semiconductor

are not free to wander about as they are in a metal, but rather are trapped in a

bond between two adjacent ions, as explained below.

The Covalent Bond Germanium and silicon are the two most important

semiconductors used in electronic devices. The crystal structure of these

materials consists of a regular repetition in three dimensions of a unit cell

having the form of a tetrahedron with an atom at each vertex. This structure

is illustrated symbolically in two dimensions in Fig. 2-3. Germanium has a

total of 32 electrons in its atomic structure, arranged in shells as indicated in

Table 1-3. As explained in Sec. 1-7, each atom in a germanium crystal

contributes four valence electrons, so that the atom is tetravalent. The inert

ionic core of the germanium atom carries a positive charge of +4 measured in

units of the electronic charge. The binding forces between neighboring atoms
result from the fact that each of the valence electrons of a germanium atom is

shared by one of its four nearest neighbors. This electron-pair
,
or covalent

,

bond is represented in Fig. 2-3 by the two dashed lines which join each atom
to each of its neighbors. The fact that the valence electrons serve to bind one

atom to the next also results in the valence electron being tightly bound to the

Covalent
bondv

• .A
^Valence

Ge /[electrons

Ge

C\~ (*\ ®
\ • /'Ge _ \ • /

&

\ • / \ • /Ge_ \ • /

Ge • 2

/•v ' /•'. f\it I
i

>

Ge • ( t 41 • •JW)«Ge
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Fig. 2-3 Crystal structure of germanium,

illustrated symbolically in two dimensions.
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Fig. 2-4 Germanium crystal with a

broken covalent bond.

nucleus. Hence, in spite of the availability of four valence electrons, the
crystal has a low conductivity.

The Hole At a very low temperature (say 0°K) the ideal structure of

Fig. 2-3 is approached, and the crystal behaves as an insulator, since no free

carriers of electricity are available. However, at room temperature, some of

the covalent bonds will be broken because of the thermal energy supplied to the
crystal, and conduction is made possible. This situation is illustrated in Fig.
2-4. Here an electron, which for the far greater period of time forms part of a
covalent bond, is pictured as being dislodged, and therefore free to wander in

a random fashion throughout the crystal. The energy EG required to break
such a covalent bond is about 0.72 eV for germanium and 1.1 eV for silicon

at room temperature. The absence of the electron in the covalent bond is

represented by the small circle in Fig. 2-4, and such an incomplete covalent
bond is called a hole. The importance of the hole is that it may serve as a
carrier of electricity comparable in effectiveness with the free electron.

The mechanism by which a hole contributes to the conductivity is quali-

tatively as follows: When a bond is incomplete so that a hole exists, it is

relatively easy for a valence electron in a neighboring atom to leave its covalent
bond to fill this hole. An electron moving from a bond to fill a hole leaves a
hole in its initial position. Hence the hole effectively moves in the direction

opposite to that of the electron. This hole, in its new position, may now be
filled by an electron from another covalent bond, and the hole will correspond-
ingly move one more step in the direction opposite to the motion of the elec-

tron. Here we have a mechanism for the conduction of electricity which does
not involve free electrons. This phenomenon is illustrated schematically in
Fig. 2-5, where a circle with a dot in it represents a completed bond, and an
empty circle designates a hole. Figure 2-5a shows a row of 10 ions, with a
broken bond, or hole, at ion 6. Now imagine that an electron from ion 7
moves into the hole at ion 6, so that the configuration of Fig. 2-56 results.

If we compare this figure with Fig. 2-5a, it looks as if the hole in (a) has
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Fig. 2-5 The mechanism

by which a hole contri-

butes to the conductivity.

moved toward the right in (b ) (from ion 6 to ion 7). This discussion indicates

that the motion of the hole in one direction actually means the transport of a

negative charge an equal distance in the opposite direction. So far as the flow

of electric current is concerned, the hole behaves like a positive charge equal in

magnitude to the electronic charge. We can consider that the holes are. physi-

cal entities whose movement constitutes a flow of current. The heuristic

argument that a hole behaves as a free positive charge carrier may be justified

by quantum mechanics. 1 An experimental verification of this concept is

given in Sec. 2-6.

In a pure {intrinsic) semiconductor the number of holes is equal to the

number of free electrons. Thermal agitation continues to produce new hole-

electron pairs, whereas other hole-electron pairs disappear as a result of

recombination. The hole concentration p must equal the electron concentra-

tion n, so that

n = p = Ui (2-9)

where is called the intrinsic concentration.

Effective Mass 2 We digress here briefly to discuss the concept of the
'

effective mass of the electron and hole. It is found that, when quantum
mechanics is used to specify the motion within the crystal of a free or conduc-

tion electron or hole on which an external field is applied, it is possible to treat

the hole and electron as imaginary classical particles with effective positive

masses mp and mn ,
respectively. This approximation is valid provided that

the externally applied fields are much weaker than the internal periodic fields

produced by the lattice structure. In a perfect crystal these imaginary

particles respond only to the external fields.

A wave-mechanical analysis 1 shows that a bound or valence electron

cannot be treated as a classical particle. This difficulty is bypassed by ignoring

the bound electrons and considering only the motion of the holes. In summary,

the effective-mass approximation removes the quantum features of the problem

and allows us to use Newton's laws to determine the effect of external forces

on the (free) electrons and holes within a crystal.

2-3 DONOR AND ACCEPTOR IMPURITIES

If, to intrinsic silicon or germanium, there is added a small percentage of

trivalent or pentavalent atoms, a doped
,
impure

,
or extrinsic

}
semiconductor

is formed.
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Fig. 2-6 Crystal lattice with a germanium

atom displaced by a pentavalent

impurity atom.
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Donors If the dopant has five valence electrons, the crystal structure of
Fig. 2-6 is obtained. The impurity atoms will displace some of the germanium
atoms in the crystal lattice. Four of the five valence electrons will occupy
covalent bonds, and the fifth will be nominally unbound and will be available
as a carrier of current. The energy required to detach this fifth electron from
the atom is of the order of only 0.01 eV for Ge or 0.05 eV for Si. Suitable
pentavalent impurities are antimony, phosphorus, and arsenic. Such impu-
rities donate excess (negative) electron carriers, and are therefore referred to as
donor, or n-type, impurities.

When donor impurities are added to a semiconductor, allowable energy
levels are introduced a very small distance below the conduction band, as is

shown in Fig. 2-7. These new allowable levels are essentially a discrete level

because the added impurity atoms are far apart in the crystal structure, and
hence their interaction is small. In the case of germanium, the distance of
the new discrete allowable energy level is only 0.01 eV (0.05 eV in silicon)

below the conduction band, and therefore at room temperature almost all the
“fifth” electrons of the donor material are raised into the conduction band.

If intrinsic semiconductor material is “doped” with n-type impurities,
not only does the number of electrons increase, but the number of holes
decreases below that which would be available in the intrinsic semiconductor.
The reason for the decrease in the number of holes is that the larger number of

electrons present increases the rate of recombination of electrons with holes.

Fig. 2-7 Energy-band diagram of

n-type semiconductor.

i
H

Conduction band O 01 eV

i

1-
Eg Donor energy level

iEv

Valence band
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Fig. 2-8 Crystal lattice with a ger-

manium atom displaced by an atom of a

trivalent impurity.

Acceptors If a trivalent impurity (boron, gallium, or indium) is added
to an intrinsic semiconductor, only three of the covalent bonds can be filled,

and the vacancy that exists in the fourth bond constitutes a hole. This

situation is illustrated in Fig. 2-8. Such impurities make available positive

carriers because they create holes which can accept electrons. These impurities

are consequently known as acceptor
,
or p-type, impurities. The amount of

impurity which must be added to have an appreciable effect on the conductivity

is very small. For example, if a donor-type impurity is added to the extent

of 1 part in 10 8
,
the conductivity of germanium at 30°C is multiplied by a

factor of 12.

When acceptor, or p-type, impurities are added to the intrinsic semi-

conductor, they produce an allowable discrete energy level which is just above
the valence band, as shown in Fig. 2-9. Since a very small amount of energy

is required for an electron to leave the valence band and occupy the acceptor

energy level, it follows that the holes generated in the valence band by these

electrons constitute the largest number of carriers in the semiconductor

material.

The Mass-action Law We noted above that adding n-type impurities

decreases the number of holes. Similarly, doping with p-type impurities

decreases the concentration of free electrons below that in the intrinsic semi-

conductor. A theoretical analysis (Sec. 2-12) leads to the result that, under

Conduction band

C
w

Acceptor energy level

.r
Ey

V ence band ^ 1J, 1

Fig. 2-9 Energy-band diagram of

p-type semiconductor.



Sec. 2-4 TRANSPORT PHENOMENA IN SEMICONDUCTORS / 27

thermal equilibrium, the product of the free negative and positive concentra-
tions is a constant independent of the amount of donor and acceptor impurity
doping. This relationship is called the mass-action law and is given by

np = ni
2

(2
-10)

The intrinsic concentration m is a function of temperature (Sec. 2-5).

We have the important. result that the doping of an intrinsic semiconductor
not only increases the conductivity, but also serves to produce a conductor in

which the electric carriers are either predominantly holes or predominantly
electrons. In an n-type semiconductor, the electrons are called the majority
carriers

,
and the holes are called the minority carriers. In a p-type material,

the holes are the majority carriers, and the electrons are the minority carriers.

2-4 CHARGE DENSITIES IN A SEMICONDUCTOR

Equation (2-10), namely, np = n* 2
,
gives one relationship between the electron

n and the hole p concentrations. These densities are further interrelated by
the law of electrical neutrality, which we shall now state in algebraic form:
Let N

d

equal the concentration of donor atoms. Since, as mentioned above,
these are practically all ionized, Nd positive charges per cubic meter are

contributed by the donor ions. Hence the total positive-charge density is

Nd + p. Similarly, if NA is the concentration of acceptor ions, these contrib-

ute Na negative charges per cubic meter. The total negative-charge density
is Na + n. Since the semiconductor is electrically neutral, the magnitude of

the positive-charge density must equal that of the negative concentration, or

Nd + p = Na + n (2-11)

Consider an n-type material having NA = 0. Since the number of elec-

trons is much greater than the number of holes in an n-type semiconductor
(n 2$>p), then Eq. (2-11) reduces to

n ^ Nd (2-12)

In an n-type material the free-electron concentration is approximately equal to

the density of donor atoms .

In later applications we study the characteristics of n- and p-type materials
connected together. Since some confusion may arise as to which type is under
consideration at a given moment, we add the subscript n or p for an n-type or a
P-type substance, respectively. Thus Eq. (2-12) is more clearly written

nn « Nd (2-13)

The concentration p n of holes in the n-type semiconductor is obtained from
Eq. (2-10), which is now written nnpn = n£

2
. Thus

Nd
Pi (2-14)
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Similarly; for a p-type semiconductor,

2

nppp = rii
2

pP ~ Na Up =
W2 (2-15)

It is possible to add donors to a p-type crystal or, conversely, to add

acceptors to n-type material. If equal concentrations of donors and acceptors

permeate the semiconductor, it remains intrinsic. The hole of the acceptor

combines with the conduction electron of the donor to give no additional free

carriers. Thus, from Eq. (2-11) with ND = Na, we observe that p = n, and

from Eq. (2-10), n 2 = n;
2
,
or n = U{ — the intrinsic concentration.

An extension of the above argument indicates that if the concentration

of donor atoms added to a p-type semiconductor exceeds the acceptor concen-

tration (.Nd > Na), the specimen is changed from a p-type to an n-type semi-

conductor. [In Eqs. (2-13) and (2-14) Nd should be replaced by Nd — Aa.]

2-5 ELECTRICAL PROPERTIES OF GE AND SI

A fundamental difference between a metal and a semiconductor is that the

former is unipolar [conducts current by means of charges (electrons) of one

sign only], whereas a semiconductor is bipolar (contains two charge-carrying

“particles” of opposite sign).

Conductivity One carrier is negative (the free electron), of mobility ju„,

and the other is positive (the hole), of mobility pp . These particles move in

opposite directions in an electric field £, but since they are of opposite sign, the

current of each is in the same direction. Hence the current density J is

given by (Sec. 2-1)

J = (npn + P!Xp)qS = <r£ (2-16)

where n = magnitude of free-electron (negative) concentration

p = magnitude of hole (positive) concentration

or = conductivity

Hence a = (npn + pixP)q (2-17)

For the pure semiconductor, n ~ p = where is the intrinsic concentration.

Intrinsic Concentration With increasing temperature, the density of hole-

electron pairs increases and, correspondingly, the conductivity increases. In

Sec. 19-5 it is found that the intrinsic concentration m varies with T as

m z = A 0Th-Eaoiw (2-18)

where EG0 is the energy gap at 0°K in electron volts, k is the Boltzman constant

in eV/°K (Appendix A)
,
and A 0 is a constant independent of T. The constants

Ego, Pn, Pp, and many other important physical quantities for germanium and
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TABLE 2-1 Properties of germanium and siliconf

Property Ge Si

Atomic number 32 14
Atomic weight 72.6 28.1
Density, g/cm 3 5.32 2.33
Dielectric constant (relative) 16 12
Atoms/cm 3

!

4.4 X 10“ 5.0 X 1022

Ego, eV, at 0°K 0.785
|

1.21

Eo, eV, at 300°K 0.72 1.1

m at 300°K, cm~ 3 2.5 X 10 13 1.5 X 1010

Intrinsic resistivity at 300°K, fi-cm .... 45 230,000
I
U„, cm 2/V-s at 300°K 3,800 1,300
i
up, cm 2/V-s at 300°K 1,800 500
Dn ,

cm 2/s = i*nVT 99 34
Dp , cm 2/s = iXpVT 47 13

t G. L. Pearson and W. H. Brattain, History of Semiconductor
Research, Proc. IRE

,
vol. 43, pp. 1794-1806, December, 1955. E. M.

Conwell, Properties of Silicon and Germanium, Part II, Proc . IRE, vol.

46, no. 6, pp. 1281-1299, June, 1958.

silicon are given in Table 2-1. Note that germanium has of the order of 10 22

atoms/cm 3
,
whereas at room temperature (300°K), Ui ~ 10 13/cm 3

. Hence
only 1 atom in about 10 9 contributes a free electron (and also a hole) to the
crystal because of broken covalent bonds. For silicon this ratio is even smaller,

about 1 atom in 10 12

The Energy Gap The forbidden region EG in a semiconductor depends
upon temperature, as pointed out in Sec. 1-7. Experimentally it is found that,

for silicon, 3

Eg (T) = 1.21 - 3.60 X 10~*T (2-19)

and at room temperature (300°K), EG = 1.1 eV. Similarly, for germanium, 4

Ea(T) = 0.785 - 2.23 X 10~*T (2-20)

and at room temperature, E0 = 0.72 eV.

The Mobility This parameter \i varies 3 as T~m over a temperature range
of 100 to 400°K. For silicon, m = 2.5 (2.7) for electrons (holes), and for

germanium, m = 1.66 (2.33) for electrons (holes). The mobility is also found 4

to be a function of electric field intensity and remains constant only if S < 10 3

V/cm in n-type silicon. For 10 3 < S < 10 4 V/cm, Mn varies approximately as

S“*. For higher fields, \in is inversely proportional to S and the carrier speed
approaches the constant value of 10 7 cm/s.
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EXAMPLE (a) Using Avogadro’s number, verify the numerical value given in

Table 2-1 for the concentration of atoms in germanium. (b) Find the resistivity

of intrinsic germanium at 300° K. (c) If a donor-type impurity is added to the

extent of 1 part in 10 a germanium atoms, find the resistivity. (d) If germanium
were a monovalent metal, find the ratio of its conductivity to that of the n-tvpe

semiconductor in part c.

Solution a. A quantity of any substance equal to its molecular weight in grams
is a mole of that substance. Further, a mole of any substance contains the same
number of molecules as a mole of any other material. This number is called

Avogadro’s number and equals 6.02 X 10 23 molecules per mole (Appendix A).

Thus, for monatomic germanium (using Table 2-1),

Concentration = 6.02 X 1023
SL^oms

x
1 mo^e

X g = 4.41 X 10 22
a^°mS

mole 72.6 g cm 3 cm 3

b

.

From Eq. (2-17), with n — p = n i}

a = mqUm + Mp) = (2.5 X 1013 cm- s)(1.60 X KT19 C)(3,800 + 1,800)—
V-s

= 0.0224 (fl-cm)" 1

Resistivity = -
a

= 44.6 £2-cm

in agreement with the value in Table 2-1.

c. If there is 1 donor atom per 10 8 germanium atoms, then ND = 4.41 X 10 14

atoms/cm 3
. From Eq. (2-12) n ~ ND and from Eq. (2-14)

nl = (2.5 X 10 13
)
2

Nd
~

4.41 X 10 14
= 1.42 X 10 12 holes/cm 3

Since p, we can neglect p in calculating the conductivity. From Eq. (2-17)

o' = nqpn = 4.41 X 10 14 X 1.60 X 10“ 19 X 3,800 = 0.268 (O-cm)- 1

The resistivity = 1/a = 1/0.268 = 3.72 fl-cm.

Note: The addition of 1 donor atom in 10 8 germanium atoms has multiplied

the conductivity by a factor of 44.6/3.72 = 11.7.

d. If each atom contributed one free electron to the “metal,” then

n = 4.41 X 1022 electrons/cm 3

and

<r = nqp„ = 4.41 X 10 22 X 1.60 X 10“ 19 X 3,800

= 2.58 X 10 7 (fl-cm)-i

Hence the conductivity of the “metal” is higher than that of the n-type semi-

conductor by a factor of

2-58 X 10* ^
0.268
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2-6 THE HALL EFFECT

If a specimen (metal or semiconductor) carrying a current I is placed in a
transverse magnetic field B, an electric field £ is induced in the direction per-
pendicular to both I and B. This phenomenon, known as the Hall effect

,
is

used to determine whether a semiconductor is n- or p-type and to find the
carrier concentration. Also, by simultaneously measuring the conductivity <r,

the mobility p can be calculated.

The physical origin of the Hall effect is not difficult to find. If in Fig.
2-10 I is in the positive X direction and B is in the positive Z direction, a force
will be exerted in the negative Y direction on the current carriers. The
current I may be due to holes moving from left to right or to free electrons
traveling from right to left in the semiconductor specimen. Hence, inde-
pendently of whether the carriers are holes or electrons, they will be forced
downward toward side 1 in Fig. 2-10. If the semiconductor is ?i-type material,
so that the current is carried by electrons, these electrons will accumulate on
side 1, and this surface becomes negatively charged with respect to side 2.

Hence a potential, called the Hall voltage
,
appears between surfaces 1 and 2.

If the polarity of VH is positive at terminal 2, then, as explained above, the
carriers must be electrons. If, on the other hand, terminal 1 becomes charged
positively with respect to terminal 2, the semiconductor must be p-type.
These results have been verified experimentally, thus justifying the bipolar
(two-carrier) nature of the current in a semiconductor.

If I is the current in a p-type semiconductor, the carriers might be con-
sidered to be the bound electrons jumping from right to left. Then side 1

would become negatively charged. However, experimentally, side 1 is found
to become positive with respect to side 2 for a p-type specimen. This experi-
ment confirms the quantum-mechanical fact noted in Sec. 2-2 that the hole
acts like a classical free positive-charge carrier.

Experimental Determination of Mobility In the equilibrium state the
electric field intensity £ due to the Hall effect must exert a force on the carrier
which just balances the magnetic force, or

& = Bqy
(2-21 )

where q is the magnitude of the charge on the carrier, and v is the drift speed.
From Eq. (1-3), £ = VH/d ,

where d is the distance between surfaces 1 and 2.

Fig. 2-10 Pertaining to the Hall effect.

The carriers (whether electrons or holes)

are subjected to a magnetic force in the

negative Y direction.
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From Eq. (2-6), J = pv = J/wd, where J is the current density, p is the charge

density, and w is the width of the specimen in the direction of the magnetic

field. Combining these relationships, we find

VH = &d = Bvd =— = — (2-22)
p pw

If Vhj B, I, and w are measured, the charge density p can be determined from

Eq. (2-22).

It is customary to introduce the Hall coefficient Rh defined by

(2-23)

(2-24)

of one sign, the conductivity <r

(2-25)

If the conductivity is measured together with the Hall coefficient, the mobility

can be determined from

/x = (tRh (2-26)

We have assumed in the foregoing discussion that all particles travel with

the mean drift speed v. Actually, the current carriers have a random thermal

distribution in speed. If this distribution is taken into account, it is found

that Eq. (2-24) remains valid provided that Rh is defined by 37r/8p. Also,

Eq. (2-26) must be modified to p = (8o-/3tt) jR jf/.

Applications Since VH is proportional to B (for a given current /), then

the Hall effect has been incorporated into a magnetic field meter. Another

instrument, called a Hall-effect multiplier, is available to give an output

proportional to the product of two signals. If I is made proportional to one

of the inputs and if B is linearly related to the second signal, then, from Eq.

(2-22), VH is proportional to the product of the two inputs.

Rh = “

Hence Rh —

P

Vhw
BI

If conduction is due primarily to charges

is related to the mobility p by Eq. (2-8), or

2-7 CONDUCTIVITY MODULATION

Since the conductivity a- of a semiconductor is proportional to the concentration

of free carriers [Eq. (2-17)], a may be increased by increasing n or p. The two

most important methods for varying n and p are to change the temperature

or to illuminate the semiconductor and thereby generate new hole-electron

pairs.
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Thermistors The conductivity of germanium (silicon) is found from Eq.

(2-18) to increase approximately 6 (8) percent per degree increase in tempera-
ture. Such a large change in conductivity with temperature places a limitation

upon the use of semiconductor devices in some circuits. On the other hand,

for some applications it is exactly this property of semiconductors that is used
to advantage. A semiconductor used in this manner is called a thermistor .

Such a device finds extensive application in thermometry, in the measurement
of microwave-frequency power, as a thermal relay, and in control devices

actuated by changes in temperature. Silicon and germanium are not used as

thermistors because their properties are too sensitive to impurities. Com-
mercial thermistors consist of sintered mixtures of such oxides as NiO, Mn20 3 ,

and Co 20 3 .

The exponential decrease in resistivity (reciprocal of conductivity) of a

semiconductor should be contrasted with the small and almost linear increase

in resistivity of a metal. An increase in the temperature of a metal results in

greater thermal motion of the ions, and hence decreases slightly the mean free

path of the free electrons. The result is a decrease in the mobility, and hence in

conductivity. For most metals the resistance increases about 0.4 percent/°C
increase in temperature. It should be noted that a thermistor has a negative

coefficient of resistance, whereas that of a metal is positive and of much smaller

magnitude. By including a thermistor in a circuit it is possible to compen-
sate for temperature changes over a range as wide as 100°C.

A heavily doped semiconductor can exhibit a positive temperature coeffi-

cient of resistance, for under these circumstances the material acquires metallic

properties and the resistance increases because of the decrease in carrier

mobility with temperature. Such a device, called a sensistor (manufactured by
Texas Instruments), has a temperature coefficient of resistance of +0.7
percent/ °C (over the range from —60 to +150°C).

Photoconductors If radiation falls upon a semiconductor, its conductivity

increases. This photoconductive effect is explained as follows: Radiant energy
supplied to the semiconductor ionizes covalent bonds; that is, these bonds are

broken, and hole-electron pairs in excess of those generated thermally are

created. These increased current carriers decrease the resistance of the

material, and hence such a device is called a photoresistor
,
or photoconductor.

For a light-intensity change of 100 fc,f the resistance of a commercial photo-
conductor may change by several kilohms.

In Fig. 2-11 we show the energy diagram of a semiconductor having both
acceptor and donor impurities. If photons of sufficient energies illuminate

this specimen, photogeneration takes place and the following transitions are

possible: An electron-hole pair can be created by a high-energy photon, in

what is called intrinsic excitation; a photon may excite a donor electron into the

conduction band; or a valence electron may go into an acceptor state. The

f fc is the standard abbreviation for foot-candle.
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Fig. 2-11 Photoexcitation in

semiconductors. (1) is intrinsic

whereas (2) and (3) are extrinsic

excitations.

last two transitions are known as impurity excitations. Since the density of

states in the conduction and valence bands greatly exceeds the density of

impurity states, photoconductivity is due principally to intrinsic excitation.

Spectral Response The minimum energy of a photon required for

intrinsic excitation is the forbidden-gap energy EG (electron volts) of the semi-

conductor material. The wavelength A c of a photon whose energy corresponds

to Eg is given by Eq. (1-14), with Ei — E 2 = EG . If A c is expressed in microns f

and E0 in electron volts,

X c

1.24

Eg
(2-27)

If the wavelength A of the radiation exceeds A c ,
then the energy of the photon is

less than EG and such a photon cannot cause a valence electron to enter the

conduction band. Hence A c is called the critical, or cutoff, wavelength, or long-

wavelength threshold, of the material. For Si, EG = 1.1 eV and A c = 1.13

whereas for Ge, EG = 0.72 eV and A c = 1.73 pm at room temperature (Table

2- 1 ).

The spectral-sensitivity curves for Si and Ge are plotted in Fig. 2-12,

indicating that a photoconductor is a frequency-selective device. This means

t 1 micron = 1 micrometer = 1 — 10 6 m.

Fig. 2-12 Relative spectral re-

sponse of Si and Ge. (Courtesy

of Texas Instruments, Inc.)



Sec. 2-8 TRANSPORT PHENOMENA IN SEMICONDUCTORS / 35

that a given intensity of light of one wavelength will not generate the same
number of free carriers as an equal intensity of light of another wavelength.
In other words, the photoelectric yield

,
or spectral response

, depends upon the
frequency of the incident radiation. Note that the long-wavelength limit is
slightly greater than the values of Xc calculated above, because of the impurity
excitations. As the wavelength is decreased (A < X c or / > /„), the response
increases and reaches a maximum. The range of wavelengths of visible light
(0.38 to 0.76 Mm) is indicated by the shaded region in Fig. 2-12.

Commercial Photoconductive Cells There are three important types of
applications of such a device: It is used (1) to measure a fixed amount of illumi-
nation (as with light meter), (2) to record a modulating light intensity (as on a
sound track), and (3) as an on-off light relay (as in a digital or control circuit).

The photoconducting device with the widest application is the cadmium
sulfide cell. The sensitive area of this device consists of a layer of chemically
deposited CdS, which may contain a small amount of silver, antimony, or
indium impurities. In absolute darkness the resistance may be as high as 2 M,
and when stimulated with strong light, the resistance may be less than 10 0.

The primary advantages of CdS photoconductors are their high dissipation
capability, their excellent sensitivity in the visible spectrum, and their low
resistance when stimulated by light. These photoconductors are designed to
dissipate safely 300 mW, and can be made to handle safely power levels of
several watts. Hence a CdS photoconductor can operate a relay directly, with-
out intermediate amplifier circuits.

Other types of photoconductive devices are available for specific applica-
tions. A lead sulfide, PbS, cell has a peak on the sensitivity curve at 2.9 Mm,
and hence is used for infrared-detection or infrared-absorption measurementsA selenium cell is sensitive throughout the visible end, and particularly toward
the blue end of the spectrum.

2-8 GENERATION AND RECOMBINATION OF CHARGES
In Sec. 2-2 we see that in a pure semiconductor the number of holes is equal
to the number of free electrons. Thermal agitation, however, continues to
generate <j new hole-electron pairs per unit volume per second, while other
hole-electron pairs disappear as a result of recombination; in other words,
free electrons fall into empty covalent bonds, resulting in the loss of a pair of
mobile carriers. On an average, a hole (an electron) will exist for Tp(r„) s
before recombination. This time is called the mean lifetime of the hole and
electron, respectively. These parameters are very important in semiconductor
devices because they indicate the time required for electron and hole concen-
trations which have been caused to change to return to their equilibrium
concentrations.

Consider a bar of n-type silicon containing the thermal-equilibrium con-



36 / INTEGRATED ELECTRONICS Sec. 2-8

Fig. 2-1 3 The hole

(minority) concentration

in an rc-type semiconductor

bar as a function of time,

due to generation and

recombination.

centration p0 and n0 . Assume that at t = t' the specimen is illuminated

(Fig. 2-13) and that additional hole-electron pairs are generated uniformly

throughout the crystal. An equilibrium situation is reached, and the new

concentrations are p and ft under the influence of the radiation. The photo-

injected, or excess, concentration is p — p0 for holes and n — n0 for electrons.

Since the radiation causes hole-electron pairs to be created, then clearly,

p — p0 = n — n0
(2-28)

Although the increase in hole concentration p equals that for the electron

density n, the percentage increase for electrons in an n-type semiconductor

(where electrons are plentiful) is very small. On the other hand, the percent-

age increase in holes may be tremendous, because holes are scarce m an n-type

crystal. In summary, the radiation affects the majority concentration hardly

at 'all, and therefore we shall limit the discussion to the behavior of the minority

carriers.
.

. ..

After a steady state is reached, at t = 0 in Fig. 2-13, the radiation is

removed. We shall now demonstrate that the excess carrier density returns

to zero exponentially with time. To do so we must derive the differential

equation which governs the hole concentration as a function of time for t > 0

(when there is no external excitation).

From the definition of mean lifetime r„ and assuming that r„ is independent

of the magnitude of the hole concentvation,

2- - decrease in hole concentration per second
tp due to recombination

From the definition of the generation rate,

g = increase in hole concentration per second

due to thermal generation (2-30)

Since charge can neither be created nor destroyed, there must be an increase

in hole concentration per second of amount dp 'dl. This rate must, at ®very

instant of time, equal the algebraic sum of the rates given in Eqs. (2-29) and
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(2-30), or

dp

It (2-31)

Under steady-state conditions, dp 'dt = 0, and with no radiation falling on the
sample, the hole concentration p reaches its thermal-equilibrium value pQ .

Hence g = p 0/rp ,
and the above equation becomes

dp = po — p
di rp

(2-32)

The excess, or injected, carrier density p
f
is defined as the increase in minority

concentration above the equilibrium value. Since p
f
is a function of time, then

v
l = V ~ Vo = p'(0 (2-33)

It follows from Eq. (2-32) that the differential equation controlling p
f

is

dp* _ _p f

dt Tp (2-34)

The rate of change of excess concentration is proportional to this concen-
tration an intuitively correct result. The minus sign indicates that the
change is a decrease in the case of recombination and an increase when the
concentration is recovering from a temporary depletion.

Since the radiation results in an initial (at t < 0) excess concentration

V (0) = p — p0 and then this excitation is removed, the solution of Eq. (2-34)
for t > 0 is

P'(0 = p'(0)e t/T
p = (p - p0)e~

t/Tp = p - pa (2-35)

The excess concentration decreases exponentially to zero (p
f — 0 or p = p0)

with a time constant equal to the mean lifetime rp ,
as indicated in Fig. 2-13.

The pulsed-light method indicated in this figure is used to measure rp .

Recombination Centers Recombination is the process where an electron
moves from the conduction band into the valence band so that a. mobile
electron-hole pair disappear. Classical mechanics requires that momentum
be conserved in an encounter of two particles. Since the momentum is zero
after recombination, this conservation law requires that the “colliding” elec-
tron and hole must have equal magnitudes of momentum and they must be
traveling in opposite directions. This requirement is very stringent, and
hence the probability of recombination by such a direct encounter is very
small.

Ihe most important mechanism in silicon or germanium through which
holes and electrons recombine is that involving traps, or recombination centers

,

5

which contribute electronic states in the energy gap of the semiconductor.
Such a location acts effectively as a third body which can satisfy the conserva-
tion-of-momentum requirement. These new states are associated with imper-
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fections in the crystal. Specifically, metallic impurities in the semiconductor

are capable of introducing energy states in the forbidden gap. Recombination

is affected not only by volume impurities but also by surface imperfections

in the crystal.

Gold is extensively used as a recombination agent by semiconductor-

device manufacturers. Thus the device designer can obtain desired carrier

lifetimes by introducing gold into silicon under controlled conditions. 6 Carrier

lifetimes range from nanoseconds (1 ns = 10“ 9 s) to hundreds of microseconds

(Ms).

2-9 DIFFUSION

In addition to a conduction current, the transport of charges in a semiconductor

may be accounted for by a mechanism called diffusion ,
not ordinarily encoun-

tered in metals. The essential features of diffusion are now discussed.

It is possible to have a nonuniform concentration of particles in a semi-

conductor. As indicated in Fig. 2-14, the concentration p of holes varies with

distance x in the semiconductor, and there exists a concentration gradient,

dp/dxj in the density of carriers. The existence of a gradient implies that

if an imaginary surface (shown dashed) is drawn in the semiconductor, the

density of holes immediately on one side of the surface is larger than the

density on the other side. The holes are in a random motion as a result of

their thermal energy. Accordingly, holes will continue to move back and

forth across this surface. We may then expect that, in a given time interval,

more holes will cross the surface from the side of greater concentration to the

side of smaller concentration than in the reverse direction. This net transport

of holes across the surface constitutes a current in the positive X direction.

It should be noted that this net transport of charge is not the result of mutual

repulsion among charges of like sign, but is simply the result of a statistical

phenomenon. This diffusion is exactly analogous to that which occurs in a

neutral gas if a concentration gradient exists in the gaseous container. The

diffusion hole-current density Jp (amperes per square meter) is proportional

JP
Fig. 2-14 A nonuniform concentration p(x) results in a

diffusion current Jp .

P( 0) p(*)
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to the concentration gradient; and is given by

(2-36)

where Dp (square meters per second) is called the diffusion constant for holes
bince p in Fig. 2-14 decreases with increasing *, then dp/dx is negative and
the minus sign in Eq. (2-36) is needed, so that Jp will be positive in the positiveX direction. A similar equation exists for diffusion electron-current density
[p is replaced by n, and the minus sign is replaced by a plus sign in Eq. (2-36)].

Einstein Relationship Since both diffusion and mobility are statistical
thermodynamic phenomena, D and p are not independent. The relationship
between them is given by the Einstein equation (Eq. 19-59)

(2-37)

(2-38)

Mp Pn

where VT is the “volt-equivalent of temperature,” defined by

v _ kT T
T ~

q

~
11,600

where k is the Boltzmann constant in joules per degree Kelvin. Note the
distinction between k and k; the latter is the Boltzmann constant in electron
volts per degree Kelvin. (Numerical values of k and k are given in Appen-
?'
X

/onno
1^ v

6C ‘ 1_

n
3
'L

f
°!!

0WS that k = L60 X 10“‘ 9fc -) At room tempera-
ture (300 K), VT = 0.026 Y, and p = 39D. Measured values of p and com-
puted. values of D for silicon and germanium are given in Table 2-1.

Total Current It is possible for both a potential gradient and a concentra-
tion gradient to exist simultaneously within a semiconductor. In such a
situation the total hole current is the sum of the drift current [Eq. (2-7) with
n replaced by p) and the diffusion current [Eq. (2-36)], or

JP = qpPp& — qDp^ (2-39)

Similarly, the net electron current is

Jn = qPnnS, + qD„ ~
(2-40)

2-10 THE CONTINUITY EQUATION

In Sec. 2-8 it was seen that if we disturb the equilibrium concentrations of
carriers in a semiconductor material, the concentration of holes or electrons
(which is constant throughout the crystal) will vary with time. In the general
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x + dx

Fig. 2-15 Relating to the conservation of

charge.

case, however, the carrier concentration in the body of a semiconductor is a

function of both time and distance. We now derive the differential equation

which governs this functional relationship. This equation is based on the

fact that charge can be neither created nor destroyed, and hence is an extension

of Eq. (2-31).

Consider the infinitesimal element of volume of area A and length dx

(Fig. 2-15) within which the average hole concentration is p. Assume that

the problem is one-dimensional and that the hole current IP is a function of x.

If, as indicated in Fig. 2-15, the current entering the volume at x is Iv at time

t and leaving at x + dx is Ip + dlp at the same time l, there must be. dlp

more coulombs per second leaving the volume than entering it (for a positive

value of dlp). Hence the decrease in number of coulombs per second within

the volume is dlp . Since the magnitude of the carrier charge is q, then dlp/q

equals the decrease in the number of holes per second within the elemental

volume A dx. Remembering that the current density JP = IP/A, we have

J_ d/p = 1 dJp = decrease ;n i10 ie concentration (holes per unit

qA dx q dx volume) per second, due to current IP (2-41)

From Eq. (2-30) we know that there is an increase per second of g = pjrp holes

per unit volume due to thermal generation, and from Eq. (2-29) a decrease

per second of p/rp holes per unit volume because of recombination. Since

charge can neither be created nor destroyed, the increase in holes per unit

volume per second, dp/dl, must equal the algebraic sum of all the increases

listed above, or

dp = po-p 1 dJp (2-42)

dt tp q dx

(Since both p and JP are functions of both t and x, then partial derivatives

are used in this equation.)

The continuity equation is applied to a specific physical problem in the

following section and is discussed further in Sec. 19-9. Equation (2-42) is

called the law of conservation of charge, or the continuity equation for charge.

This law applies equally well for electrons, and the corresponding equation is

obtained by replacing p by n in Eq. (2-42).
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2-11 INJECTED MINORITY-CARRIER CHARGE
Consider the physical situation pictured’ in Fig. 2-18o. A long semiconductor
bar is doped uniformly with donor atoms so that the concentration n = ND
is independent of position. Radiation falls upon the end of the bar at x = 0Some of the photons are captured by the bound electrons in the covalent bonds
near the illuminated surface. As a result of this energy transfer, these bonds
are broken and hole-electron pairs are generated. Let us investigate how the
steady-state minority-carrier concentration p varies with the distance x into
the specimen.

We shall make the reasonable assumption that the injected minority con-
centration is very small compared with the doping level; that is, p' < n.
The statement that the minority concentration is much smaller than the
majority concentration is called the low-level injection condition. Since the
drift current is proportional to the concentration [Eq. (2-16)] and since
p
,

* V
' + v° « n

’
we sha11 neSlect the hole drift current (but not the electron

drift current) and shall assume that IP is due entirely to diffusion. This
assumption is justified at the end of this section. The controlling differential
equation for p is

d^P _ V - Vo
dx 2 Dptp (2-43)

This equation is obtained by substituting Eq. (2-36) for the diffusion current
into the equation of continuity [Eq. (2-42)] and setting dp/dt = 0 for steady-
state operation. Defining the diffusion length for holes Lp by

LP = (DpTp)*
(2-44)

Fig. 2-16 (o) Light falls upon

the end of a long semiconductor

bar. This excitation causes

hole-electron pairs to be in-

jected at x = 0. (b) The hole

(minority) concentration p{x) in

the bar as a function of dis-

tance x from the end of the

specimen. The injected concen-

tration is p
f
(x) = p{x) - p a .

The radiation injects p'(0)

carriers/m 3 into the bar at

x ~ 0. [Not drawn to scale

since p'(0) » p 0 .]

Radiation

(a)
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the differential equation for the injected hole concentration p' = p — p„

becomes

d 2p' = P^_ (2-45)

da:
2 V

The solution of this equation is

p'(x) = + K 2e+^
z'p (2-46)

where Ki and K 2 are constants of integration. Consider a very long piece of

semiconductor extending from x = 0 in the positive X direction. Since the

concentration cannot become infinite as x > 00
,
then K 2 must be zero. We

shall assume that at x = 0 the injected concentration is p'(0). To satisfy

this boundary condition, K 1 = p'(0). Hence

p'(x) = p'(0)e~xlLr = p(x) - Vo (
2_47

)

The hole concentration decreases exponentially with distance, as indicated

in Fig. 2-165. We see that the diffusion length Lp represents the distance

into the semiconductor at which the injected concentration falls to 1/e of

its value at x = 0. In Sec. 19-9 it is demonstrated that Lp also represents

the average distance that an injected hole travels before recombining \\ith an

electron.

Diffusion Currents The minority (hole) diffusion current is Ip = AJ PJ

where A is the cross section of the bar. From Eqs. (2-36) and (2-47)

IP(x) = -gD;P
'

(0)
e~xlL <‘ = [p(0) - Po]e-

x ’L
‘ (2-48)

This current falls exponentially with distance in the same manner that the

minority-carrier concentration decreases. This result is used to find the

current in a semiconductor diode (Sec. 3-3).

The majority (electron) diffusion current is AqD n dn/dx. Assuming that

electrical neutrality is preserved under low-level injection, then nf = p'
}
or

n — Vo = V — Vo
(2-49)

Since the thermal-equilibrium concentrations n0 and p0 are independent of the

position x
}
then

chi ^ dp .

(2-50)
dx dx

Hence the electron diffusion current is

A tD,fx -A QD,%--%!, <2
-51 >

where Ip = -AqDp dp,'dx = the hole diffusion current. The dependence of

the diffusion current upon x is given in Eq. (2-48). The magnitude of the
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ratio of majority to minority diffusion current is Dn/D v ~ 2 for germanium
and ~ 3 for silicon (Table 2-1).

Drift Currents Since Fig. 2-16a represents an open-circuited bar, the

resultant current (the sum of hole and electron currents) must be zero every-

where. Hence a majority (electron) drift current Ind must exist such that

or

I, + (/„ - - 0

Int =
fe

-
*)

Ip

(2-52)

(2-53)

From Eq. (2-48) we see that the electron drift current also decreases expo-

nentially with distance.

It is important to point out that an electric field & must exist in the bar

in order for a drift current to exist. This field is created internally by the

injected carriers. From Eqs. (2-7) and (2-53)

S = (2-54)

The results obtained in this section are based on the assumption that the

hole drift current Ipd is zero. Using Eq. (2-7), with n replaced by p }
the

next approximation for this current is

(M5)

Since p <$C n, then Ivd Iv . The hole drift current is negligible compared
with the hole diffusion current, thus justifying the assumption that the injected

minority-carrier current, under low-level injection, is essentially a diffusion

current.

2-12 THE POTENTIAL VARIATION WITHIN
A GRADED SEMICONDUCTOR

Consider a semiconductor (Fig. 2-17a) where the hole concentration p is

a function of x\ that is, the doping is nonuniform
,
or graded. 7 Assume a

steady-state situation and zero excitation; that is, no carriers are injected

into the specimen from any external source. With no excitation there can be
no steady movement of charge in the bar, although the carriers possess random
motion due to thermal agitation. Hence the total hole current must be zero.

(Also, the total electron current must be zero.) Since p is not constant, we
expect a nonzero hole diffusion current. In order for the total hole current to

vanish there must exist a hole drift current which is equal and opposite to the

diffusion current. However, a conduction current requires an electric field,
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V, V2

i ^
4 •k iU
*1 *2

(a)

Junction

P type

J .

n type

1 7^ LA^ Y

i

i

> i
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i i

-V0 -
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ib)

Fig. 2-17 (a) A graded

semiconductor: p(x) is not

constant, (b) One portion

is doped uniformly with

acceptor ions and the other

section is doped uniformly

with donor ions so that a

metallurgical junction is

formed. A contact poten-

tial Vo appears across this

step-graded p-n junction.

and hence we conclude that, as a result of the nonuniform doping, an electric

field is generated within the semiconductor. We shall now find this field

and the corresponding potential variation throughout the bar.

Setting Jv = 0 in Eq. (2-39) and using the Einstein relationship DP — pvVT

[Eq. (2-37)], we obtain

VT dp

p dx
(2-56)

If the doping concentration p(x) is known, this equation allows the built-in

field S(z) to be calculated. From S = —dV/dx we can calculate the potential

variation. Thus

dV = - Vr^ (2-57)
p

If this equation is integrated between xh where the concentration is pi and

the potential is Vi (Fig. 2-17a), and x 2} where p = p 2 and V = V2r the result is

Vu rn V2 - 7i = Vr In Hi (2-58)
P 2

Note that the potential difference between two points depends only upon the

concentrations at these two points and is independent of their separation

x 2 — Xi. Equation (2-58) may be put in the form

pi = p 2e
v^vr (2-59)

This is the Boltzmann relationship of kinetic gas theory.

Mass-action Law Starting with J n = 0 and proceeding as above, the

Boltzmann equation for electrons is obtained.

ni = nte-Wr (2-60)

Multiplying Eqs. (2-59) and (2-60) gives

n xp i = n 2p 2 (2-61)
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This equation states that the product np is a constant independent of x* and
hence of the amount of doping, under thermal equilibrium. For an intrinsic

semiconductor, n — p = ni} and hence

np = m

2

(2-10)

which is the law of mass action introduced in Sec. 2-3. An alternative proof

is given in Sec. 19-5.

An Open-circuited Step-graded Junction Consider the special case

indicated in Fig. 2-176. The left half of the bar is p-type with a constant con-

centration Na ,
whereas the right-half is n-type with a uniform density ND .

The dashed plane is a metallurgical (jp-n) junction separating the two sec-

tions with different concentration. This type of doping, where the density

changes abruptly from p- to n-type, is called step grading . The step-graded

junction is located at the plane where the concentration is zero. The above
theory indicates that there is a built-in potential between these two sections

(called the contact difference of potential VQ). Equation (2-58) allows us to

calculate Va . Thus

7. = 7,1 = Vt In (2-62)
Pno

because pi = Ppo = thermal-equilibrium hole concentration in p side and

P2 = Pno ~ thermal-equilibrium hole concentration in n side. From Eq.

(2-15) pn0 - Na ,
and from Eq. (2-14) pno - m 2/NDj so that

Vo = Vt In
NaNd

nS
(2-63)

The same expression for VQ is obtained from an analysis corresponding to

that given above and based upon equating the total electron current In to

zero (Prob. 2-20). The p-n junction, both open-circuited and with an applied

voltage, is studied in detail in Chaps. 3 and 19.

2-13 RECAPITULATION

The fundamental principles governing the electrical behavior of semi-conduc-

tors, discussed in this chapter, are summarized as follows:

1. Two types of mobile charge carriers (positive holes and negative

electrons) are available. This bipolar nature of a semiconductor is to be

contrasted with the unipolar property of a metal, which possesses only free

electrons.

2. A semiconductor may be fabricated with donor (acceptor) impurities;

so it contains mobile charges which are primarily electrons (holes).

3. The intrinsic concentration of carriers is a function of temperature.

At room temperature, essentially all donors or acceptors are ionized.
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4. Current is due to two distinct phenomena:

a. Carriers drift in an electric field (this conduction current is also avail-

able in a metal).

b. Carriers diffuse if a concentration gradient exists (a phenomenon
which does not take place in a metal).

5. Carriers are continuously being generated (due to thermal creation of

hole-electron pairs) and are simultaneously disappearing (due to recombination).

6. The fundamental law governing the flow of charge is called the con-

tinuity equation. It is formulated by considering that charge can neither be

created nor destroyed if generation, recombination, drift, and diffusion are

all taken into account.

7. If minority carriers (say, holes) are injected into a region containing

majority carriers (say, an n-type bar), then usually the injected minority

concentration is very small compared with the density of the majority carriers.

For this low-level injection condition the minority .current is predominantly

due to diffusion; in other words, the minority drift current may be neglected.

8. The total majority-carrier flow is the sum of a drift and a diffusion

current. The majority conduction current results from a small electric field

internally created within the semiconductor because of the injected carriers.

9. The minority-carrier concentration injected into one end of a semi-

conductor bar decreases exponentially with distance into the specimen (as a

result of diffusion and recombination).

10. Across an open-circuited p-n junction there exists a contact difference

of potential.

These basic concepts are applied in the next chapter to the study of the

p-n junction diode.
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REVIEW QUESTIONS

2-1 Give the electron-gas description of a metal.

2-2 (a) Define mobility. (b) Give its dimensions.

2-3 (a) Define conductivity, (b) Give its dimensions.
2-4 Define a hole (in a semiconductor).

2-5 Indicate pictorially how a hole contributes to conduction.
2-6 (a) Define intrinsic concentration of holes. (6) What is the relationship

between this density and the intrinsic concentration for electrons? (c) What do these
equal at 0°K?

2-7 Show (in two dimensions) the crystal structure of silicon containing a donor
impurity atom.

2-8 Repeat Rev. 2-7 for an acceptor impurity atom.
2-9 Define (a) donor, (b) acceptor impurities.

2-10 A semiconductor is doped with both donors and acceptors of concentrations
N

d

and Na, respectively. Write the equation or equations from which to determine
the electron and hole concentrations (n and p).

2-11 Define the volt equivalent of temperature.

2-12 Describe the Hall effect.

2-13 What properties of a semiconductor are determined from a Hall effect

experiment?

2-14 Given an intrinsic semiconductor specimen, state two physical processes for

increasing its conductivity. Explain briefly.

2-15 Is the temperature coefficient of resistance of a semiconductor positive or
negative? Explain briefly.

2-16 Answer Rev. 2-15 for a metal.

2-17 (a) Sketch the spectral response curve for silicon. (6) Explain its shape
qualitatively.

2-18 (a) Define long-wavelength, threshold, or critical wavelength for a semi-
conductor. (b) Explain why X c exists.

2-19 Define mean lifetime of a carrier.

2-20 Explain physically the meaning of the following statement: An electron and
a hole recombine and disappear.
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2-21 Radiation falls on a semiconductor specimen which is uniformly illuminated,

and a steady-state is reached. At t = 0 the light is turned off. (a) Sketch the

minority-carrier concentration as a function of time for t > 0. (6) Define all symbols

in the equation describing your sketch.

2-22 {a) Define diffusion constant for holes, (b) Give its dimensions.

2-23 Repe&t Rev. 2-22 for electrons.

2-24 (a) Write the equation for the net electron current in a semiconductor.

What is the physical significance of each term? (6) How is this equation modified

for a metal?

2-25 (a) The equation of continuity is a mathematical statement of what physical

law? (6) The left-hand side of this equation for holes is dp/dt. The right-hand side

contains several terms. State in words (no mathematics) what each of these terms

represents physically.

2-26 Light falls upon the end of a long open-circuited semiconductor specimen.

() Sketch the steady-state minority-carrier concentration as a function of distance.

() Define all the symbols in the equation describing your sketch.

2-27 Light falls upon the end of a long open-circuited semiconductor bar. (a)

For low-level injection is the minority current due predominantly to drift, diffusion, or

both? (b) Is the majority current due predominantly to drift, diffusion, or both?

2-28 (a) Define a graded semiconductor . (6) Explain why an electric field must
exist in a graded semiconductor.

2-29 Consider a step-graded junction under open-circuited conditions. Upon
what four parameters does the contact difference of potential depend?

2-30 State the mass-action law as an equation and in words.

2-31 Explain why a contact difference of potential must develop across an open-

circuited p-n junction.



JUNCTION-DIODE CHARACTERISTICS

In this chapter we demonstrate that if a junction is formed between a

sample of p-type and one of w-type semiconductor, this combination

possesses the properties of a rectifier. The volt-ampere character-

istics of such a two-terminal device (called a junction cliode) is studied.

The capacitance across the junction is calculated.

Although the transistor is a triode (three-terminal) semiconductor,

it may be considered as one diode biased by the current from a second

diode. Hence most of the theory developed here is utilized in Chap. 5

in connection with the study of the transistor.

3-1 THE OPEN-CIRCUITED p-n JUNCTION

If donor impurities are introduced into one side and acceptors into the

other side of a single crystal of a semiconductor, a p-n junction is

formed, as in Fig. 2-176. Such a system is illustrated in more sche-

matic detail in Fig. 3-la. The donor ion is represented by a plus

sign because, after this impurity atom “donates” an electron, it

becomes a positive ion. The acceptor ion is indicated by a minus
sign because, after this atom “accepts” an electron, it becomes a

negative ion. Initially, there are nominally only p-type carriers to

the left of the junction and only w-type carriers to the right.

Space-charge Region Because there is a density gradient across

the junction, holes will initially diffuse to the right across the junction,

and electrons to the left. We see that the positive holes which neu-

tralized the acceptor ions near the junction in the p-type silicon have

disappeared as a result of combination with electrons which have

diffused across the junction. Similarly, the neutralizing electrons in

49
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Fig. 3-1 A schematic diagram of a p-n junction, including the

charge density, electric field intensity, and potential-energy bar-

riers at the junction. Since potential energy = potential X
charge, the curve in (d) is proportional to the potential energy for

a hole (a positive charge) and the curve in (e) is proportional to

the negative of that in (d)
(an electron is a negative charge).

(Not drawn to scale.)
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the n-type silicon have combined with holes which have crossed the junction

from the p material. The unneutralized ions in the neighborhood of the

junction are referred to as uncovered charges . The general shape of the charge
density p (Fig. 3-15) depends upon how the diode is doped (a step-graded
junction is considered in detail in Sec. 3-7). Since the region of the junction
is depleted of mobile charges, it is called the depletion region

,
the space-charge

region
,
or the transition region. The thickness of this region is of the order

of the wavelength of visible light (0.5 micron = 0.5 pm). Within this very
narrow space-charge layer there are no mobile carriers. To the left of this

region the carrier concentration is p ^ NA} and to its right it is n ~ ND .

Electric Field Intensity The space-charge density pis zero at the junction.

It is positive to the right and negative to the left of the junction. This dis-

tribution constitutes an electrical dipole layer, giving rise to electric lines of

flux from right to left, corresponding to negative field intensity £ as depicted

in Fig. 3-lc. Equilibrium is established when the field is strong enough to

restrain the process of diffusion. Stated alternatively, under steady-state

conditions the drift hole (electron) current must be equal and opposite to the

diffusion hole (electron) current so that the net hole (electron) current is

reduced to zero—as it must be for an open-circuited device. In other words,
there is no steady-state movement of charge across the junction.

The field intensity curve is proportional to the integral of the charge
density curve. This statement follows from Poisson's equation

dW
dx 2 (3-1)

where e is the permittivity. If er is the (relative) dielectric constant and e0

is the permittivity of free space (Appendix A), then e = ere0 . Integrating

Eq. (3-1) and remembering that £ = —dV/dx gives

where £ = 0 at x — xQ . Therefore the curve plotted in Fig. 3-lc is the integral

of the function drawn in Fig. 3-15 (divided by e).

Potential The electrostatic-potential variation in the depletion region is

shown in Fig. 3-1 d, and is the negative integral of the function £ of Fig. 3-lc.

This variation constitutes a potential-energy barrier (Sec. 1-2) against the

further diffusion of holes across the barrier. The form of the potential-energy

barrier against the flow of electrons from the n side across the junction is

shown in Fig. 3-le. It is similar to that shown in Fig. 3-1 d, except that it is

inverted, since the charge on an electron is negative. Note the existence,

across, the depletion layer, of the contact potential VOJ discussed in Sec. 2-12.
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Summary Under open-circuited conditions the net hole current must be
zero. If this statement were not true, the hole density at one end of the semi-

conductor would continue to increase indefinitely with time, a situation which
is obviously physically impossible. Since the concentration of holes in the

p side is much greater than that in the n side, a very large hole diffusion current

tends to flow across the junction from the p to the n material. Hence an
electric field must build up across the junction in such a direction that a hole

drift current will tend to flow across the junction from the n to the p side in

order to counterbalance the diffusion current. This equilibrium condition of

zero resultant hole current allows us to calculate the height of the potential

barrier V0 [Eq. (2-63)] in terms of the donor and acceptor concentrations.

The numerical value for V0 is of the order of magnitude of a few tenths of a

volt.

3-2 THE p-n JUNCTION AS A RECTIFIER 1

The essential electrical characteristic of a p-n junction is that it constitutes a

rectifier which permits the easy flow of charge in one direction but restrains the

flow in the opposite direction. We consider now, qualitatively, how this diode

rectifier action comes about.

Reverse Bias In Fig. 3-2, a battery is shown connected across the

terminals of a p-n junction. The negative terminal of the battery is con-

nected to the p side of the junction, and the positive terminal to the n side.

The polarity of connection is such as to cause both the holes in the p type and
the electrons in the n type to move away from the junction. Consequently,

the region of negative-charge density is spread to the left of the junction (Fig.

3-1 b), and the positive-charge-density region is spread to the right. However,
this process cannot continue indefinitely, because in order to have a steady
flow of holes to the left, these holes must be supplied across the junction from
the 7i-type silicon. And there are very few holes in the n-type side. Hence,
nominally, zero current results. Actually, a small current does flow because
a small number of hole-electron pairs are generated throughout the crystal

as a result of thermal energy. The holes so formed in the n-type silicon will

wander over to the junction. A similar remark applies to the electrons

Metal ohmic contacts

V V

(a) (6)

Fig. 3-2 (a) A p-n junction biased in the

reverse direction.
(b) The rectifier symbol

is used for the p-n diode.
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Fig. 3-3 (a) A p-n junction biased in the

forward direction. (b) The rectifier symbol

is used for the p-n diode.
V V

(a) ( b )

thermally generated in the p-type silicon. This small current is the diode

reverse saturation current
,
and its magnitude is designated by I0 . This reverse

current will increase with increasing temperature [Eq. (3-11)], and hence the

back resistance of a crystal diode decreases with increasing temperature. From
the argument presented here, I0 should be independent of the magnitude of the

reverse bias.

The mechanism of conduction in the reverse direction may be described

alternatively in the following way: When no voltage is applied to the p-n

diode, the potential barrier across the junction is as shown in Fig. 3-ld. When
a voltage V is applied to the diode in the direction shown in Fig. 3-2, the

height of the potential-energy barrier is increased by the amount qV. This

increase in the barrier height serves to reduce the flow of majority carriers

(i.e., holes in p type and electrons in n type). However, the minority carriers

(i.e., electrons in p type and holes in n type), since they fall down the potential-

energy hill, are uninfluenced by the increased height of the barrier. The
applied voltage in the direction indicated in Fig. 3-2 is called the reverse

,
or

blocking
,
bias.

Forward Bias An external voltage applied with the polarity shown in

Fig. 3-3 (opposite to that indicated in Fig. 3-2) is called a forward bias. An
ideal p-n diode has zero ohmic voltage drop across the body of the crystal.

For such a diode the height of the potential barrier at the junction will be

lowered by the applied forward voltage V. The equilibrium initially estab-

lished between the forces tending to produce diffusion of majority carriers

and the restraining influence of the potential-energy barrier at the junction

will be disturbed. Hence, for a forward bias, the holes cross the junction

from the p-type into the ?z-type region, where they constitute an injected

minority current. Similarly, the electrons cross the junction in the reverse

direction and become a minority current injected into the p side. Holes

traveling from left to right constitute a current in the same direction as elec-

trons moving from right to left. Hence the resultant current crossing the

junction is the sum of the hole and electron minority currents. A detailed

discussion of the several current components within the diode is given in the

next section.

Ohmic Contacts In Fig. 3-2 (3-3) we show an external reverse (forward)

bias applied to a p-n diode. We have assumed that the external bias voltage
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appears directly across the junction and has the effect of raising (lowering)

the electrostatic potential across the junction. To justify this assumption

we must specify how electric contact is made to the semiconductor from

the external bias circuit. In Figs. 3-2 and 3-3 we indicate metal contacts

with which the homogeneous p-type and n-type materials are provided. We
thus see that we have introduced two metal-semiconductor junctions, one at

each end of the diode. We naturally expect a contact potential to develop

across these additional junctions. However, we shall assume that the metal-

semiconductor contacts shown in Figs. 3-2 and 3-3 have been manufactured

in such a way that they are nonrectifying. In other words, the contact

potential across these junctions is constant, independent of the direction

and magnitude of the current. A contact of this type is referred to as an

ohmic contact .

We are now in a position to justify our assumption that the entire applied

voltage appears as a change in the height of the potential barrier. Inasmuch
as the voltage across the metal-semiconductor ohmic contacts remains con-

stant and the voltage drop across the bulk of the crystal is neglected, approxi-

mately the entire applied voltage will indeed appear as a change in the height

of the potential barrier at the p-n junction.

The Short-circuited and Open-circuited p-n Junction If the voltage V
in Fig. 3-2 or 3-3 were set equal to zero, the p-n junction would be short-

circuited. Under these conditions, as we show below, no current can flow

(7 = 0) and the electrostatic potential V0 remains unchanged and equal to

the value under open-circuit conditions. If there were a current (7 0), the

metal would become heated. Since there is no external source of energy avail-

able, the energy required to heat the metal wire would have to be supplied

by the p-n bar. The semiconductor bar, therefore, would have to cool off.

Clearly, under thermal equilibrium the simultaneous heating of the metal and
cooling of the bar is impossible, and we conclude that 7 = 0. Since under

short-circuit conditions the sum of the voltages around the closed loop must
be zero, the junction potential V0 must be exactly compensated by the

metal-to-semiconductor contact potentials at the ohmic contacts. Since the

current is zero, the wire can be cut without changing the situation, and the

voltage drop across the cut must remain zero. If in an attempt to measure V0

we connected a voltmeter across the cut, the voltmeter would read zero voltage.

In other words, it is not possible to measure contact difference of potential

directly with a voltmeter.

Large Forward Voltages Suppose that the forward voltage V in Fig.

3-3 is increased until V approaches Va . If V were equal to V0} the barrier

would disappear and the current could be arbitrarily large, exceeding the

rating of the diode. As a practical matter we can never reduce the barrier

to zero because, as the current increases without limit, the bulk resistance

of the crystal, as well as the resistance of the ohmic -contacts, will limit the
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current. Therefore it is no longer possible to assume that all the voltage V
appears as a change across the p-n junction. We conclude that, as the for-

ward voltage V becomes comparable with VOJ the current through a real p-n

diode will be governed by the ohmic-contact resistances and the crystal bulk

resistance. Thus the volt-ampere characteristic becomes approximately a

straight line.

3-3 THE CURRENT COMPONENTS IN a p-n DIODE

In the preceding section it was indicated that when a forward bias is applied

to a diode, holes are injected into the n side and electrons into the p side.

In Sec. 2-11 it was emphasized that under low-level injection conditions such

minority currents are due almost entirely to diffusion, so that minority drift

currents may be neglected. From Eq. (2-48) the hole diffusion current in the

n-type materialf Ipn decreases exponentially with distance x into the n-type

region and falls to 1/eth its peak value in a diffusion length Lv . This current

is plotted in Fig. 3-4, as is also the corresponding electron diffusion current

Inp in the p-type side. The doping on the two sides of the junction need not

be identical, and it is assumed in this plot that the acceptor concentration is

much greater than the donor density, so that the hole current greatly exceeds

f Since we must consider both hole and electron currents in each side of the junction,

we add the second subscript n to Ip in order to indicate that the hole current in the n-type

region is under consideration. In general, if the letters p and n both appear in a symbol,

the first letter refers to the type of carrier and the second to the type of material.

Fig. 3-4 The hole- and

electron-current diffu-

sion components vs. dis-

tance in a p-n junction

diode. The p side is

much more heavily

doped than the n sec-

tion. The space-charge

region at the junction is

assumed to be negligi-

bly small.
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the electron current. Also, in Fig. 3-4, the space-charge region has been

assumed to be negligibly small, a restriction to be removed soon.

From Eq. (2-48) (with the subscript n added to Ip and to p) the minority

(hole) diffusion current at the junction (x = 0) is giyen by

Ipn(0) =^ [p,(0) - P„] (3-3)hp

The Law of the Junction In the preceding section it was pointed out that

a forward bias 7 lowers the barrier height and allows more carriers to cross the

junction. Hence pn (0) must be a function of 7. From the Boltzmann rela-

tionship, Eq. (2-59), it seems reasonable that p n (0) should depend expo-

nentially, upon 7. Indeed, in Sec. 19-10, it is found that

Pn(0) = pnotWr (3-4)

This relationship, which gives the hole concentration at the edge of the n
region (at x = 0, just outside of the transition region) in terms of the thermal-

equilibrium minority-carrier concentration pn0 (far away from the junction)

and the applied potential 7, is called the law of the junction. A similar equa-

tion with p and n interchanged gives the electron concentration at the edge

of the p region in terms of 7.

The Total Diode Current Substituting Eq. (3-4) into Eq. (3-3) yields

IP„(0) = AqD>Vn°

(t
vivr - 1) (3-5)hp

The expression for the electron current /rtp(0) crossing the junction into the p
side is obtained from Eq. (3-5) by interchanging p and n.

Electrons crossing the junction at x = 0 from right to left constitute a

current in the same direction as holes crossing the junction from left to right.

Hence the total diode current I at x = 0 is

I = /P„(0) + 7np(0) (3-6)

Since the current is the same throughout a series circuit, I is independent of x

and is indicated as a horizontal line in Fig. 3-45. The expression for the diode

current is

I = Io(evlvT - 1) (3-7)

where I0 is given in Prob. 3-6 in terms of the physical parameters of the diode.

The Reverse Saturation Current In the foregoing discussion a positive

value of 7 indicates a forward bias. The derivation of Eq. (3-7) is equally

valid if 7 is negative, signifying an applied reverse-bias voltage. For a

reverse bias whose magnitude is large compared with Vt (
— 26 mV at room

temperature), I —> — J0 . Hence I0 is called the reverse saturation current.
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Fig. 3-5 The minority

(solid) and the majority

(dashed) currents vs. dis-

tance in a p-n diode. It is

assumed that no recombina-

tion takes place in the very

narrow depletion region.

Current

s 0.5 jum
— ,^y

Ippy hole current^

p region

Transition region
^Total current, I

s » electron

current

/ > hole diffusion

current

n region Distance

Since the thermal-equilibrium concentrations pno and npo depend upon tem-
perature T

}
then I0 is a function of T. This temperature dependence is

derived in Sec. 19-10.

The Majority-carrier Current Components In the n-type region of Fig.

3-46 the total current I is constant and the minority (hole) current Ipn varies

with x. Clearly, there must exist a majority (electron) current which is a
function of x because the diode current I at any position is the sum of the hole

and electron currents at this distance. This majority current

fnn(^) = I Ipnip^) (3
-8)

is plotted as the dashed curve in the n region of Fig. 3-5, where the narrow
depletion region is also indicated. The majority hole current Ipp is similarly

shown dashed in the p region of this figure. As discussed in Sec. 2-11, these

majority currents are each composed of two current components; one is a
drift current and the second is a diffusion current. Recall from Sec. 2-11

that the diffusion electron current is — (Dn/Dp)Ipn in the n side.

Note that deep into the p side the current is a drift (conduction) current

Ipp of holes sustained by the small electric field in the semiconductor (Prob.

3-4). As the holes approach the junction, some of them recombine with the

electrons, which are injected into the p side from the n side. The current

Ipp thus decreases toward the junction (at just the proper gradient to maintain
the total current constant, independent of distance). What remains of IPP
at the junction enters the n side and becomes the hole diffusion current Ipn .

Similar remarks can be made with respect to current

We emphasize that the current in a p-n diode is bipolar in character since

it is made up of both positive and negative carriers of electricity. The total

current is constant throughout the device, but the proportion due to holes and
that due to electrons varies with distance, as indicated in Fig. 3-5.

The Transition Region Since this depletion layer contains very few mobile
charges, it has been assumed (Fig. 3-5) that carrier generation and recombina-
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tion may be neglected within the bulk and on the surface of this region. Such

an assumption is valid for a germanium diode, but not for a silicon device.

For the latter it is found 2 that Eq. (3-5) must be modified by multiplying

Vt by a factor 77 ,
where 77 ~ 2 for small (rated) currents and 77 « 1 for large

.

currents.

3-4 THE VOLT-AMPERE CHARACTERISTIC

The discussion of the preceding section indicates that, for a p-n junction, the

current I is related to the voltage V by the equation

I = I0(^vt - l) (3-9)

A positive value of I means that current flows from the p to the n side. The
diode is forward-biased if V is positive, indicating that the p side of the junc-

tion is positive with respect to the n side. The symbol 77 is unity for ger-

manium and is approximately 2 for silicon at rated current.

The symbol VT stands for the volt equivalent of temperature, and is given

by Eq. (2-38), repeated here for convenience:

T
yT == —t—r

11,600
(3-10)

At room temperature (T = 300°K), Vt = 0.026 V = 26 mV.
The form of the volt-ampere characteristic described by Eq. (3-9) is

shown in Fig. 3-6a. When the voltage V is positive and several times VT)

Fig. 3-6 (a) The volt-ampere characteristic of an ideal p-n diode, (b) The volt-

ampere characteristic for a germanium diode redrawn to show the order of

magnitude of currents. Note the expanded scale for reverse currents. The

dashed portion indicates breakdown at Vz.
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the unity in the parentheses of Eq. (3-9) may be neglected. Accordingly,
except for a small range in the neighborhood of the origin, the current increases
exponentially with voltage. When the diode is reverse-biased and \V\ is

several times VT, I ~ — The reverse current is therefore constant, inde-
pendent of the applied reverse bias. Consequently, Ia is referred to as the
reverse saturation current.

For the sake of clarity, the current I0 in Fig. 3-6 has been greatly exag-
gerated in magnitude. Ordinarily, the range of forward currents over which
a diode is operated is many orders of magnitude larger than the reverse satu-
ration current. To display forward and reverse characteristics conveniently,
it is necessary, as in Fig. 3-6&, to use two different current scales. The volt-
ampere characteristic shown in that figure has a forward-current scale in
milliamperes and a reverse scale in microamperes.

The dashed portion of the curve of Fig. 3-6b indicates that, at a reverse-
biasing voltage Vz ,

the diode characteristic exhibits an abrupt and marked
departure from Eq. (3-9). At this critical voltage a large reverse current
flows, and the diode is said to be in the breakdown region, discussed in Sec. 3-11.

The Cutin Voltage Vy Both silicon and germanium diodes are com-
mercially available. A number of differences between these two types are
relevant in circuit design. The difference in volt-ampere characteristics is

brought out in Fig. 3-7. Here are plotted the forward characteristics at room
temperature of a general-purpose germanium switching diode and a general-
purpose silicon diode, the 1N270 and 1N3605, respectively. The diodes have
comparable current ratings. A noteworthy feature in Fig. 3-7 is that there
exists a cutin, offset, break-point, or threshold, voltage Vy below which the cur-
rent is very small (say, less than 1 percent of maximum rated value). Beyond

Fig. 3-7 The forward

volt-ampere character-

istics of a germanium

(1N270) and a silicon

(1N3605) diode at 25°C,
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V7 the current rises very rapidly. From Fig. 3-7 we see that Vy is approxi-

mately 0.2 V for germanium and 0.6 V for silicon.

Note that the break in the silicon-diode characteristic is offset about

0.4 V with respect to the break in the germanium-diode characteristic. The

reason for this difference is to be found, in part, in the fact that the reverse

saturation current in a germanium diode is normally larger by a factor of

about 1,000 than the reverse saturation current in a silicon diode of com-

parable ratings. I0 is in the range of microamperes for a germanium diode

and nanoamperes for a silicon diode at room temperature.

Since r\ — 2 for small currents in silicon, the current increases as e
y/2yr for

the first several tenths of a volt and increases as e
y/yr only at higher voltages.

This initial smaller dependence of the current on voltage accounts for the

further delay in the rise of the silicon characteristic.

Logarithmic Characteristic It is instructive to examine the family of

curves for the silicon diodes shown in Fig. 3-8. A family for a germanium
diode of comparable current rating is quite similar, with the exception that

corresponding currents are attained at lower voltage.

From Eq, (3-9), assuming that V is several times VTl so that we may
drop the unity, we have log I = log I0 + 0.434F/7?Fr . We therefore expect

in Fig. 3-8, where log I is plotted against V, that the plots will be straight

lines. We do indeed find that at low currents the plots are linear and corre-

spond to — 2. At large currents an increment of voltage does not yield as

large an increase of current as at low currents. The reason for this behavior

is to be found in the ohmic resistance of the diode. At low currents the

ohmic drop is negligible and the externally impressed voltage simply decreases

the potential barrier at the p-n junction. At high currents the externally

impressed voltage is called upon principally to establish an electric field to

Fig. 3-8 Volt-ampere char-

acteristics at three different

temperatures for a silicon

diode (planar epitaxial

passivated types 1N3605,

1N3606, 1N3608, and

1N3609). The shaded area

indicates 25°C limits of con-

trolled conductance. Note

that the vertical scale is

logarithmic and encom-

passes a current range of

50,000. (Courtesy of Gen-

eral Electric Company.)
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overcome the ohmic resistance of the semiconductor material. Therefore, at
high currents, the diode behaves more like a resistor than a diode, and the
current increases linearly rather than exponentially with applied voltage.

Reverse Saturation Current Many commercially available diodes exhibit
an essentially constant value of I0 for negative values of V, as indicated in
Fig. 3-6. On the other hand, some diodes show a very pronounced increase
in reverse current with increasing reverse voltage. This variation in IQ results
from leakage across the surface of the diode, and also from the additional fact
that new charge carriers may be generated by collision in the transition region
at the junction.

3-5 THE TEMPERATURE DEPENDENCE OF THE V/I CHARACTERISTIC

The volt-ampere relationship (3-9) contains the temperature implicitly in the
two symbols VT and I0 . In Sec. 19-11 it is shown that the theoretical varia-
tion of Io with T is 8 percent/°C for silicon and 11 percent/°C for germanium.
The performance of commercial diodes is only approximately consistent with
these results. The reason for the discrepancy is that, in a physical diode,
there is a component of the reverse saturation current due to leakage over the
surface that is not taken into account in Sec. 19-11. Since this leakage com-
ponent is independent of temperature, we may expect to find a smaller rate
of change of IQ with temperature than that predicted above. From experi-
mental data we observe that the reverse saturation current increases approxi-
mately 7 percent/°C for both silicon and germanium. Since (1.07) 10 « 2.0,
we conclude that the reverse saturation current approximately doubles for every
10 C rise in temperature. If I0 = IQ \ at T = T±

y
then at a temperature T

,

I0 is given by

I0(T) = I0 i X 2^, 10
(3_u)

If the temperature is increased at a fixed voltage, the current increases.
However, if we now reduce V, then I may be brought back to its previous
value. In Sec. 19-11 it is found that for either silicon or germanium (at room
temperature)

% « -2.5 mV/°C (3-12)

in order to maintain a constant value of I. It should also be noted that

|
dV/dT\ decreases with increasing T .

3-6 DIODE RESISTANCE

The static resistance R of a diode is defined as the ratio V/I of the voltage
to the current. At any point on the volt-ampere characteristic of the diode
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(Fig. 3-7)
,
the resistance R is equal to the reciprocal of the slope of a line

joining the operating point to the origin. The static resistance varies widely

with V and I and is not a useful parameter. The rectification property of a

diode is indicated on the manufacturer's specification sheet by giving the

maximum forward voltage VF required to attain a given forward current I F

and also the maximum reverse current Ir at a given reverse voltage Vr. Typi-

cal values for a silicon planar epitaxial diode are V F = 0.8 V at I F = 10 mA
(corresponding to R F = 80 fi) and Ir = 0.1 fiA at Vr = 50 V (corresponding

to Rr = 500 M).

For small-signal operation the dynamic
,
or incremental, resistance r is an

important parameter, and is defined as the reciprocal of the slope of the volt-

ampere characteristic, r = dV/dl. The dynamic resistance is not a constant,

but depends upon the operating voltage. For example, for a semiconductor

diode, we find from Eq. (3-9) that the dynamic conductance = 1/r is

dJ = _ I + Io

9 ~ dV vVt vVt
(3-13)

For a reverse bias greater than a few tenths of a volt (so that \V/t]Vt\ » 1),

g is extremely small and r is very large. On the other hand, for a forward

bias greater than a few tenths of a volt, I » and r is given approximately by

r
7}Vt

I
(3-14)

The dynamic resistance varies inversely with current; at room temperature

and for r\ = 1, r = 26//, where / is in milliamperes and r in ohms. For a

forward current of 26 mA, the dynamic resistance is 1 The ohmic body

resistance of the semiconductor may be of the same order of magnitude or

even much higher than this value. Although r varies with current, in a small-

signal model, it is reasonable to use the parameter r as a constant.

A Piecewise Linear Diode Characteristic A large-signal approximation

which often leads to a sufficiently accurate engineering solution is the piecewise

linear representation. For example, the piecewise linear approximation for a

semiconductor diode characteristic is indicated in Fig. 3-9. The break point

is not at the origin, and hence Vy is also called the offset, or threshold
,
voltage.

The diode behaves like an open circuit if V < Vy ,
and has a constant incre-

mental resistance r = dV/dl if V > Vy . Note that the resistance r (also

designated as Rf and called the forward resistance) takes on added physical

significance even for this large-signal model, whereas the static resistance

R f = V// is not constant and is not useful.

The numerical values Vy and Rf to be used depend upon the type of

diode and the contemplated voltage and current swings. For example, from

Fig. 3-7 we find that, for a current swing from cutoff to 10 mA with a germanium

diode, reasonable values are Vy = 0.2 V and Rf — 20 fi, and for a silicon

diode, Vy = 0.6 V and Rf = 15 On the other hand, a better approximation
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Fig. 3-9 The piecewise linear characteriza-

tion of a semiconductor diode.

for current swings up to 50 mA leads to the following values; germanium,
Vy = 0.3 v, Rf = 6 0; silicon, Vy = 0.65 V, R, = 5.5 0. For an avalanche
diode, discussed in Sec. 3-11, Vy = Vz and R/ is the dynamic resistance in
the breakdown region.

3-7 SPACE-CHARGE, OR TRANSITION, CAPACITANCE CT
As mentioned in Sec. 3-1, a reverse bias causes majority carriers to move away
from the junction, thereby uncovering more immobile charges. Hence the
thickness of the space-charge layer at the junction increases with reverse volt-
age. This increase in uncovered charge with applied voltage may be con-
sidered a capacitive effect. We may define an incremental capacitance Ct by

CT — dQ
dV (3-15)

where dQ is the increase in charge caused by a change dV in voltage. It
follows from this definition that a change in voltage dV in a time dt will result
in a current i = dQ/dt, given by

. _ n dV
(3-16)

Therefore a knowledge of CT is important in considering a diode (or a transis-
tor) as a circuit element. The quantity CT is referred to as the transition-
region, space-charge, harrier, or depletion-region, capacitance. We now consider
CT quantitatively. As it turns out, this capacitance is not a constant, but
depends upon the magnitude of the reverse voltage. It is for this reason that
CT is defined by Eq. (3-16) rather than as the ratio Q/V.

A Step-graded Junction Consider a junction in which there is an abrupt
change from acceptor ions on one side to donor ions on the other side. Such
a junction is formed experimentally, for example, by placing indium, which is

trivalent, against n-type germanium and heating the 'combination to a high
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(a)

Fig. 3-10 (a) A reverse-biased

p-n step-graded junction, (b)

The charge density, (c) The field

intensity, (d) The potential vari-

ation with distance x .

temperature for a short time. Some of the indium dissolves into the ger-

manium to change the germanium from n to p type at the junction. Such,

a step-graded junction is called an alloy
,
or fusion

,
junction. A step-graded

junction is also formed between emitter and base of an integrated transistor

(Fig. 7-11). It is not necessary that the concentration Na of acceptor ions

equal the concentration Ad of donor impurities. As a matter of fact, it is

often advantageous to have an unsymmetrical junction. Figure 3-10 shows

the charge density as a function of distance from an alloy junction in which the

acceptor impurity density is assumed to be much larger than the donor con-

centration. Since the net charge must be zero, then

NaWp = NDWn (3-17)

If Na ^> N&, then Wv « Wn ~ W. The relationship between potential and

charge density is given by Eq. (3-1):

d?V = -qND
(318)

dx 2
e

The electric lines of flux start on the positive donor ions and terminate on the

negative acceptor ions. Hence there are no flux lines to the right of the

boundary x = Wn in Fig. 3-10, and £ = —dV/dx = 0 at x = Wn ~ W.
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Integrating Eq. (3-18) subject to this boundary condition yields

dV
dx

(x - W) -s (3-19)

Neglecting the small potential drop across Wp ,
we may arbitrarily choose

V = 0 at x = 0. Integrating Eq. (3-19) subject to this condition gives

7—Ir
2 (*

2 - 2Wx) (3-20)

The linear variation in field intensity and the quadratic dependence of poten-
tial upon distance are plotted in Fig. 3-10c and d. These graphs should be
compared with the corresponding curves of Fig. 3-1.

At x = W, V = Vj = junction, or barrier, potential. Thus

T, _ qNDW*
Vi

2e (3-21)

In this section we have used the symbol V to represent the potential
at any distance x from the junction. Hence, let us introduce Vd as the exter-
nally applied diode voltage. Since the barrier potential represents a reverse
voltage, it is lowered by an applied forward voltage. Thus

V, = Vo - vd

where Vd is a negative number for an applied reverse bias and V0 is the contact
potential (Fig. 3-ld). This equation confirms our qualitative conclusion that
the thickness of the depletion layer increases with applied reverse voltage.
We now see that W varies as I7/ = (V0 — Vd)K

If A is the area of the junction, the charge in the distance W is

Q = qNDWA

The transition capacitance CT, given by Eq. (3-15), is

I dW\Ct — dQ
dVd

= qNDA
dVj

From Eq. (3-21), \d.W/dVj\ = e/qNoW, and hence

p _ eA
Ct ~W

(3-22)

(3-23)

It is interesting to note that this formula is exactly the expression which is

obtained for a parallel-plate capacitor of area A (square meters) and plate
separation W (meters) containing a material of permittivity e. If the concen-
tration Na is not neglected, the above results are modified only slightly. In
Eq. (3-21) W represents the total space-charge width, and l/ND is replaced
by 1/Na + 1/Nd. Equation (3-23) remains valid (Prob. 3-18).
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Charge density

Sec. 3-7

Fig. 3-11 The charge-density variation vs. dis-

tance at a linearly graded p-n junction.

*= 0

A Linearly Graded Junction A second form of junction is obtained by

drawing a single crystal from a melt of germanium whose type is changed

during the drawing process by adding first p-type and then n-type impurities.

A linearly graded junction is also formed between the collector and base of an

integrated transistor (Fig. 7-12). For such a junction the charge density

varies gradually (almost linearly), as indicated in Fig. 3-11. If an analysis

similar to that given above is carried out for such a junction, Eq. (3-23) is

found to be valid where W equals the total width of the space-charge layer.

However, it now turns out that W varies as Vfi instead of Vfi.

Varactor Diodes We observe from the above equations that the barrier

capacitance is not a constant but varies with applied voltage. The larger the

reverse voltage, the larger is the space-charge width W, and hence the smaller

the capacitance CT - The variation is illustrated for two typical diodes in Fig.

3-12. Similarly, for an increase in forward bias (Vd positive), W decreases and

Ct increases.

The voltage-variable capacitance of a p-n junction biased in the reverse

direction is useful in a number of circuits. One of these applications is voltage

tuning of an LC resonant circuit. Other applications include self-balancing

bridge circuits and special types of amplifiers, called parametric amplifiers .

o 10 15

Reverse voltage, V

Fig. 3-12 Typical barrier-capaci-

tance variation, with reverse volt-

age, of silicon diodes IN914 and

1N916. (Courtesy of Fairchild

Semiconductor Corporation.)

5 20 25
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0 o

(a)

Fig. 3-13 A varactor diode under reverse R
bias, (a) Circuit symbol; (b) circuit , A/Vv---i
model. 1

|

°—1 ^

—

i Wv—

o

CT Rs

(b)

lodes made especially for the above applications which are based on
the voltage-variable capacitance are called varactors, varicaps, or voltacaps.A circuit model for a varactor diode under reverse bias is shown in Fig. 3-13.
The resistance Re represents the body (ohmic) series resistance of the diode
Typical values of CT and R, are 20 pF and 8.5 0, respectively, at a reverse bias
of 4 V. The reverse diode resistance Rr shunting CT is large (> 1 M) and
hence is usually neglected.

’

In circuits intended for use with fast waveforms or at high frequencies,
it is required that the transition capacitance be as small as possible, for the
following reason: a diode is driven to the reverse-biased condition when it is
desired to prevent the transmission of a signal. However, if the barrier
capacitance CT is large enough, the current which is to be restrained by the
low conductance of the reverse-biased diode will flow through the capacitor
(Fig. 3-136).

3-8 CHARGE-CONTROL DESCRIPTION OF A DIODE

If the bias is in the forward direction, the potential barrier at the junction
is lowered and holes from the p side enter the n side. Similarly, electrons
from the n side move into the p side. This process of minority-carrier injection
is discussed m Sec. 2-11. The excess hole density falls off exponentially with
distance, as indicated in Fig. 3-14a. The shaded area under this curve is
proportional to the injected charge.

For simplicity of discussion we assume that one side of the diode, say,
the p material, is so heavily doped in comparison with the n side that the cur-
rent I is carried across the junction entirely by holes moving from the p to
the n side, or I = Ip„(0). The excess minority charge Q will then exist only
on the n side, and is given by the shaded area in the n region of Fig. 3-14a
multiplied by the diode cross section A and the electronic charge a. Hence
from Eq. (2-47),

Q = /o
Aqp'(0)e~x,Lp dx = AqLpp’ifi) (3-24)
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Concentration Concentration

from a junction, (a) A forward-biased junction; (b) a reverse-biased junction.

The excess hole (electron) density p'
n = Pn — Pno (np = np — npo) is positive in (a)

and negative in (b). (The transition region is assumed to be so small relative to

the diffusion length that it is not indicated in this figure.)

The hole current I is given by IP(x) in Eq. (2-48), with x — 0, or

I = AqDpp'(0) (3-25)
Lp

Eliminating p'(0) from Eqs. (3-24) and (3-25) yields

1 = 9. (3-26)
r

where r = Lp
2/D p = rv = mean lifetime for holes [Eq. (2-44)].

Equation (3-26) is an important relationship, referred to as the charge-

control description of a diode. It states that the diode current (which consists

of holes crossing the junction from the p to the n side) is proportional to the

stored charge Q of excess minority carriers. The factor of proportionality is

the reciprocal of the decay time constant (the mean lifetime r) of the minority

carriers. Thus, in the steady state, the current I supplies minority carriers at the

rate at ivhich these carriers are disappearing because of the process of recombination.

Charge Storage under Reverse Bias When an external voltage reverse-

biases the junction, the steady-state density of minority carriers is as shown

in Fig. 3-14b. Far from the junction the minority carriers are equal to their

thermal-equilibrium values pn0 and np0) as is also the situation in Fig. 3-14a.

As the minority carriers approach the junction they are rapidly swept across,

and the density of minority carriers diminishes to zero at this junction. This
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result follows from the law of the junction, Eq. (3-4), since the concentration
p„(0) reduces to zero for a negative junction potential V.

The injected charge under reverse bias is given by the shaded area in
Fig. 3-146. This charge is negative since it represents less charge than is

available under conditions of thermal equilibrium with no applied voltage.
From Eq. (3-26) with Q negative, the diode current I is negative and, of
course, equals the reverse saturation current I„ in magnitude.

The charge-control characterization of a diode describes the device in
terms of the current I and the stored charge Q, whereas the equivalent-circuit
characterization uses the current I and the junction voltage V. One immedi-
ately apparent advantage of this charge-control description is that the expo-
nential relationship between I and V is replaced by the linear dependence
of I on Q. The charge Q also makes a simple parameter, the sign of which
determines whether the diode is forward- or reverse-biased. The diode is

forward-biased if Q is positive and reverse-biased if Q is negative.

3-9 DIFFUSION CAPACITANCE

For a forward bias a capacitance which is much larger than the transition
capacitance CT considered in Sec. 3-8 comes into play. The origin of this
larger capacitance lies in the injected charge stored near the junction outside
the transition region (Fig. 3-14a). It is convenient to introduce an incremental
capacitance, defined as the rate of change of injected charge with voltage,
called the diffusion, or storage, capacitance Cd-

Static Derivation of Cd We now make a quantitative study of Cw
From Eqs. (3-26) and (3-13)

p dQ dl rCD =
dV =T

dV
= T9 =

r (3-27)

where the diode incremental conductance g = cll/dV. Substituting the
expression for the diode incremental resistance r = I'g given in Eq. (3-14)
into Eq. (3-27) yields

r TICd=
W~t (

3-28)

We see that the diffusion capacitance is proportional to the current I. In the
derivation above we have assumed that the diode current I is due to holes
only. If this assumption is not satisfied, Eq. (3-27) gives the diffusion capaci-
tance CDp due to holes only, and a similar expression can be obtained for the
diffusion capacitance Cd„ due to electrons. The total diffusion capacitance
can then be obtained as the sum of CDp and CDn (Prob. 3-24).

For a reverse bias, g is very small and CD may be neglected compared
with CT . For a forward current, on the other hand, CD is usually much larger
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than Cr. For example, for germanium (77 = 1) at I = 26 mA, g = 1 G,

and CD = r. If, say, t = 20 jus, then Cd = 20 juF, a value which is about

a million times larger than the transition capacitance.

Despite the large value of CD ,
the time constant rCD (which is of impor-

tance in circuit applications) may not be excessive because the dynamic for-

ward resistance r — 1/g is small. From Eq. (3-27),

tCd = t (3-29)

Hence the diode time constant equals the mean lifetime of minority carriers,

which lies in range of nanoseconds to hundreds of microseconds. The impor-

tance of t in circuit applications is considered in the following section.

Diffusion Capacitance for an Arbitrary Input Consider the buildup of

injected charge across a junction as a function of time when the potential is

changed. In Fig. 3-15, the curve marked (1) is the steady-state value of pn

for an applied voltage V. If the voltage at time i is increased by dV in the

interval dt, then p
f

n changes to that indicated by the curve marked (2 ) at

time t + dt. The increase in charge dQ' in the time dt is proportional to the

heavily shaded area in Fig. 3-15. Note that the concentration near the junc-

tion has increased markedly, whereas pn far away from the junction has changed

very little, because it takes time for the holes to diffuse into the n region. If

the applied voltage is maintained constant at V + dV, the stored charge will

continue to increase. Finally, at t = «>, pn follows the curve marked (3)

[which is given by Eq. (3-4), with V replaced by V + dV]. The steady-state

injected charge dQ, due to the increase in voltage by dV, is proportional to the

total shaded area in Fig. 3-15. Clearly, dQ - dQ f

is represented by the

lightly shaded area, and hence dQ > dQ'.

Since dQ' is the charge injected across the junction in time dt, the current

is given by

(3-30)

Fig. 3-15 The transient buildup of stored

excess charge. The curve marked (1) gives

the steady-state value of pn at a time t when

the voltage is 7. If the voltage increases by

dV and held at V + dV, then p'n is given by

(2) at time t + dt and by (3) at t = °o

.

, _ dQ' _ dV
dt

~ Ld
dt

0
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where we define the small-signal diffusion capacitance C'D by C'D = dQ' dV.
Note that the diode current is not given by the steady-state charge Q or static
capacitance CD .

i or 7*^ CD
dV_

dt (3-31)

Since dQ' < dQ, then C'D < CD .

From the above argument we conclude that the dynamic diffusion capaci-
tance CD depends upon how the input voltage varies with time. To find C'D ,

the equation of continuity must be solved for the given voltage waveform!
This equation controls how pn varies both as a function of x and t, and from
Vn(x, t) we can obtain the current. If the input varies with time in an arbi-
trary way, it may not be possible to define the diffusion capacitance in a
unique manner.

Diffusion Capacitance for a Sinusoidal Input For the special case where
the excitation varies sinusoidally with time, C'D may be obtained from a solu-
tion of the equation of continuity. This analysis is carried out in Sec. 19-12,
and CD is found to be a function of frequency. At low frequencies

C

d

— vTff if wr <5C 1
(3-32)

which is half the value found in Eq. (3-27), based upon static considerations.
For high frequencies, CD decreases with increasing frequency and is given by

C'D = if on 1 (3-33)

3-10 JUNCTION-DIODE SWITCHING TIMES

When a diode is driven from the reversed condition to the forward state or in
the opposite direction, the diode response is accompanied by a transient, and
an interval of time elapses before the diode recovers to its steady state. The
forward recovery time tfr is the time difference between the 10 percent point
of the diode voltage and the time when this voltage reaches and remains within
10 percent of its final value. It turns out that tfr does not usually constitute
a serious practical problem, and hence we here consider only the more impor-
tant situation of reverse recovery.

Diode Reverse Recovery Time When an external voltage forward-biases
a P-n junction, the steady-state density of minority carriers is as shown in
Fig. 3-14a. The number of minority carriers is very large. These minority
carriers have, in each case, been supplied from the other side of the junction,
where, being majority carriers, they are in plentiful supply.

If the external voltage is suddenly reversed in a diode circuit which has
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Fig. 3-16 The waveform in (b) is applied to the diode circuit in (a); (c) the excess

carrier density at the junction; (d) the diode current; (e) the diode voltage.

been carrying current in the forward direction, the diode current will not

immediately fall to its steady-state reverse-voltage value. For the current

cannot attain its steady-state value until the minority-carrier distribution,

which at the moment of voltage reversal had the form in Fig. 3-14a, reduces

to the distribution in Fig. 3-146. Until such time as the injected, or excess,

minority-carrier density pn — Pno (or np — n p0) has dropped nominally to zero,

the diode will continue to conduct easily, and the current will be determined

by the external resistance in the diode circuit.

Storage and Transition Times The sequence of events which accom-

panies the reverse biasing of a conducting diode is indicated in Fig. 3-16.

We consider that the voltage in Fig. 3-166 is applied to the diode-resistor
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circuit in Fig. 3-16a. For a long time, and up to the time lh the voltage
Vi = VF has been in the direction to forward-bias the diode. The resistance
Rl is assumed large enough so that the drop across Rl is large in comparison
with the drop across the diode. Then the current is i « Vf/Rl = IF . At
the time l = t\ the input voltage reverses abruptly to the value v = — Vr.
For the reasons described above, the current does not drop to zero, but instead
reverses and remains at the value i « - Vr/Rl = -IR until the time l = t2 .

At t = l2 , as is seen in Fig. 3-16c, the minority-carrier density pn at x = 0
has reached its equilibrium state pno . If the diode ohmic resistance is Rd ,

then at the time the diode voltage falls slightly [by (IF + IR)Rd] but does
not reverse. At t = t2 ,

when the excess minority carriers in the immediate
neighborhood of the junction have been swept back across the junction, the
diode voltage begins to reverse and the magnitude of the diode current begins
to decrease. The interval l 2 to t 2 ,

for the stored-minority charge to become
zero, is called the storage time t,.

The time which elapses between t 2 and the time when the diode has
nominally recovered is called the transition time U. This recovery interval
will be completed when the minority carriers which are at some distance from
the junction have diffused to the junction and crossed it and when, in addition,
the junction transition capacitance across the reverse-biased junction has
charged through RL to the voltage - VR .

Manufacturers normally specify the reverse recovery time of a diode tr,
in a typical operating condition in terms of the current waveform of Fig.
3-16d. The time t„ is the interval from the current reversal at t = h until
the diode has recovered to a specified extent in terms either of the diode cur-
rent or of the diode resistance. If the specified value of RL is larger than
several hundred ohms, ordinarily the manufacturers will specify the capaci-
tance CL shunting RL in the measuring circuit which is used to determine t„.
Thus we find, for the Fairchild 1N3071, that with IF = 30 mA and Ir = 30 mA,
the time required for the reverse current to fall to 1.0 mA is 50 nsec. Again
we find, for the same diode, that with IF = 30 mA, — Vr = —35 V, RL = 2 K
and Cl = 10 pF (

— Ir = —35/2 = —17.5 mA), the time required for the
diode to recover to the extent that its resistance becomes 400 K is t„ = 400 nsec.
Commercial switching-type diodes are available with times trr in the range from
less than a nanosecond up to as high as 1 ps in diodes intended for switching
large currents.

3-11 BREAKDOWN DIODES 3

The reverse-voltage characteristic of a semiconductor diode, including the
breakdown region, is redrawn in Fig. 3-17a. Diodes which are designed with
adequate power-dissipation capabilities to operate in the breakdown region
may be employed as voltage-reference or constant-voltage devices. Such
diodes are known as avalanche, breakdown, or Zener diodes. They are used
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1

Fig. 3-17 (a) The volt-ampere characteristic of an avalanche, or Zener, diode.

(b) A circuit in which such a diode is used to regulate the voltage across Rl against

changes due to variations in load current and supply voltage.

characteristically in the manner indicated in Fig. 3-175. The source V and

resistor R are selected so that, initially, the diode is operating in the break-

down region. Here the diode voltage, which is also the voltage across the

load Rl, is Vz ,
as in Fig. 3-17a, and the diode current is 7Z . The diode will

now regulate the load voltage against variations in load current and against

variations in supply voltage V because, in the breakdown region, large changes

in diode current produce only small changes in diode voltage. Moreover, as

load current or supply voltage changes, the diode current will accommodate

itself to these changes to maintain a nearly constant load voltage. The diode

will continue to regulate until the circuit operation requires the diode current

to fall to Izk, in the neighborhood of the knee of the diode volt-ampere curve.

The upper limit on diode current is determined by the power-dissipation rating

of the diode.

Avalanche Multiplication Two mechanisms of diode breakdown for

increasing reverse voltage are recognized. Consider the following situation:

A thermally generated carrier (part of the reverse saturation current) falls

down the junction barrier and acquires energy from the applied potential.

This carrier collides with a crystal ion and imparts sufficient energy to disrupt

a covalent bond. In addition to the original carrier, a new electron-hole pair

has now been generated. These carriers may also pick up sufficient energy

from the applied field, collide with another crystal ion, and create still another

electron-hole pair. Thus each new carrier may, in turn, produce additional

carriers through collision and the action of disrupting bonds. This cumulative

process is referred to as avalanche multiplication. It results in large reverse

currents, and the diode is said to be in the region of avalanche breakdown.

Zener Breakdown Even if the initially available carriers do not acquire

sufficient energy to disrupt bonds, it is possible to initiate breakdown through

a direct rupture of the bonds. Because of the existence of the electric field
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at the junction, a sufficiently strong force may be exerted on a bound electron
by the field to tear it out of its covalent bond. The new hole-electron pair
which is created increases the reverse current. Note that this process, called
Zener breakdown, does not involve collisions of carriers with the crystal ions
(as does avalanche multiplication).

The field intensity 8 increases as the impurity concentration increases,
for a fixed applied voltage (Prob. 3-25). It is found that Zener breakdown
occurs at a field of approximately 2 X 10 7 V/m. This value is reached at
voltages below about 6 V for heavily doped diodes. For lightly doped diodes
the breakdown voltage is higher, and avalanche multiplication is the pre-
dominant effect. Nevertheless, the term Zener is commonly used for the
avalanche, or breakdown, diode even at higher voltages. Silicon diodes oper-
ated in avalanche breakdown are available with maintaining voltages from
several volts to several hundred volts and with power ratings up to 50 W.

Temperature Characteristics A matter of interest in connection with
Zener diodes, as with semiconductor devices generally, is their temperature
sensitivity. The temperature coefficient is given as the percentage change
in reference voltage per centigrade degree change in diode temperature.
These data are supplied by the manufacturer. The coefficient may be either
positive or negative and will normally be in the range +0.1 percent/°C. If
the reference voltage is above 6 V, where the physical mechanism involved is

avalanche multiplication, the temperature coefficient is positive. However,
below 6 V, where true Zener breakdown is involved, the temperature coefficient
is negative.

A qualitative explanation of the sign (positive or negative) of the tem-
perature coefficient of Vz is now given. A junction having a narrow deple-
tion-layer width, and hence high field intensity, will break down by the Zener
mechanism. An increase in temperature increases the energies of the valence
electrons, and hence makes it easier for these electrons to escape from the
covalent bonds. Less applied voltage is therefore required to pull these elec-
trons from their positions in the crystal lattice and convert them into conduc-
tion electrons. Thus the Zener breakdown voltage decreases with temperature.

A junction with a broad depletion layer, and therefore a low field intensity,
will break down by the avalanche mechanism. In this case we rely on intrinsic
carriers to collide with valence electrons and create avalanche multiplication.
As the temperature increases, the vibrational displacement of atoms in the
crystal grows. This vibration increases the probability of collisions with the
lattice atoms of the intrinsic particles as they cross the depletion width. The
intrinsic holes and electrons thus have less of an opportunity to gain sufficient
energy between collisions to start the avalanche process. Therefore the value
of the avalanche voltage must increase with increased temperature.

Dynamic Resistance and Capacitance A matter of importance in con-
nection with Zener diodes is the slope of the diode volt-ampere curve in the
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operating range. If the reciprocal slope AFz/A/z, called the dynamic resis-

tance, is r, then a change A/z in the operating current of the diode produces a

change AVZ = r Mz in the operating voltage. Ideally, r = 0, corresponding

to a volt-ampere curve which, in the breakdown region, is precisely vertical.

The variation of r at various currents for a series of avalanche diodes of fixed

power-dissipation rating and various voltages show a rather broad minimum
in the range 6 to 10 V. This minimum value of r is of the order of magnitude

of a few ohms. However, for values of Vz below 6 V or above 10 V, and

particularly for small currents (~1 mA), r may be of' the order of hundreds

of ohms.

Some manufacturers specify the minimum current Izk (Fig. 3-17a) below

which the diode should not be used. Since this current is on the knee of the

above curve, where the dynamic resistance is large, then for currents lower than

Izk the regulation will be poor. Some diodes exhibit a very sharp knee even

down into the microampere region.

The capacitance across a breakdown diode is the transition capacitance,

and hence varies inversely as some power of the voltage. Since Ct is propor-

tional to the cross-sectional area of the diode, high-power avalanche diodes

have very large capacitances. Values of Ct from 10 to 10,000 pF are common.

Additional Reference Diodes Zener diodes are available with voltages

as low as about 2 V. Below this voltage it is customary, for reference and

regulating purposes, to use diodes in the forward direction. As appears in

Fig. 3-7, the volt-ampere characteristic of a forward-biased diode (sometimes

called a slabistor) is not unlike the reverse characteristic, with the exception

that, in the forward direction, the knee of the characteristic occurs at lower

voltage. A number of forward-biased diodes may be operated in series to

reach higher voltages. Such series combinations, packaged as single units,

are available with voltages up to about 5 V, and may be preferred to reverse-

biased Zener diodes, which at low voltages have very large values of dynamic

resistance.

When it is important that a Zener diode operate with a low temperature

coefficient, it may be feasible to operate an appropriate diode at a current

where the temperature coefficient is at or near zero. Quite frequently, such

operation is not convenient, particularly at higher voltages and when the

diode must operate over a range of currents. Under these circumstances

temperature-compensated avalanche diodes find application. Such diodes

consist of a reverse-biased Zener diode with a positive temperature coefficient,

combined in a single package with a forward-biased diode whose temperature

coefficient is negative. As an example, the Transitron SV3176 silicon 8-V

reference diode has a temperature coefficient of ±0.001 percent/°C at 10 mA
over the range —55 to +100°C. The dynamic resistance is only 1.5 ft. The

temperature coefficient remains below 0.002 percent
/0C for currents in the

range 8 to 12 mA. The voltage stability with time of some of these reference

diodes is comparable with that of conventional standard cells.
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When a. high voltage reference is required, it is usually advantageous
(except of course with respect to economy) to use two or more diodes in
series rather than a single diode. This combination will allow higher volt-
age, higher dissipation, lower temperature coefficient, and lower dynamic
resistance.

3-12 THE TUNNEL DIODE

A p-n junction diode of the type discussed in Sec. 3-1 has an impurity concen-
tration of about 1 part in 10 8

. With this amount of doping, the width of the
depletion layer, which constitutes a potential barrier at the junction, is of the
order of a micron. This potential barrier restrains the flow of carriers from
the side of the junction where they constitute majority carriers to the side
where they constitute minority carriers. If the concentration of impurity
atoms is greatly increased, say, to 1 part in 10 3 (corresponding to a density
in excess of 10 19 cm- 3

), the device characteristics are completely changed.
This new diode was announced in 1958 by Esaki, 4 who also gave the correct
theoretical explanation for its volt-ampere characteristic.

The Tunneling Phenomenon The width of the junction barrier varies
inversely as the square root of impurity concentration [Eq. (3-21)] and there-
fore is reduced to less than 100 A (10

-6 cm). This thickness is only about
one-fiftieth the wavelength of visible light. Classically, a particle must have
an energy at least equal to the height of a potential-energy barrier if it is to
move from one side of the barrier to the other. However, for barriers as thin
as those estimated above in the Esaki diode, the Schrodinger equation indicates
that there is a large probability that an electron will penetrate through the
barrier. This quantum-mechanical behavior is referred to as tunneling, and
hence these high-impurity-density p-n junction devices are called tunnel
diodes. The volt-ampere relationship is explained in Sec. 19-8 and is depicted
in Fig. 3-18.

Characteristics of a Tunnel Diode 6 From Fig. 3-18 we see that the
tunnel diode is an excellent conductor in the reverse direction (the p side of
the junction negative with respect to the n side). Also, for small forward
voltages (up to 50 mV for Ge), the resistance remains small (of the order of
5 fl). At the peak current IP corresponding to the voltage VP , the slope dl/dV
of the characteristic is zero. If V is increased beyond VP, the current decreases.
As a consequence, the dynamic conductance g = dl/dV is negative. The
tunnel diode exhibits a negative-resistance characteristic between the peak
current IP and the minimum value Iv ,

called the valley current. At the valley
voltage Vr at which / = Iv, the conductance is again zero, and beyond this
point the resistance becomes and remains positive. At the so-called peak
forward voltage VF the current again reaches the value IP . For larger voltages
the current increases beyond this value.
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Fig. 3-18 Volt-ampere characteristic of a tunnel diode.

For currents whose values are between ly and IPl the curve is triple-

valued, because each current can be obtained at three different applied volt-

ages. It is this multivalued feature which makes the tunnel diode useful in

pulse and digital circuitry. 6

The standard circuit symbol for a tunnel diode is given in Fig. 3-19a.

The small-signal model for operation in the negative-resistance region is indi-

cated in Fig. 3-195. The negative resistance —Rn has a minimum at the

point of inflection between IP and Iv . The series resistance R 8 is ohmic

resistance. The series inductance L8 depends upon the lead length and the

geometry of the dipole package. The junction capacitance C depends upon

the bias and is usually measured at the valley point. Typical values for

these parameters for a tunnel diode of peak current value IP = 10 mA are

-Rn = -30 £2, R 8 = 1 £2, Le = 5 nH, and C = 20 pF.

One interest in the tunnel diode is its application as a very high-speed

switch. Since tunneling takes place at the speed of light, the transient

response is limited only by total shunt capacitance (junction plus stray wiring

capacitance) and peak driving current. Switching times of the order of a

nanosecond are reasonable, and times as low as 50 ps have been obtained.

A second application 5 of the tunnel diode is as a high-frequency (microwave)

oscillator.

The most common commercially available tunnel diodes are made from

germanium or gallium arsenide. It is difficult to manufacture a silicon tunnel

Fig. 3-19 (a) Symbol for a tunnel

diode; (b) small-signal model in

the negative-resistance region.

o

—

Ra U
C --r^

(a) (b)
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TABLE 3-7 Typical tunnef-diode parameters

Ge GaAs Si

Ip/Iv 8 15 3.5
Vp, V 0.055 0.15 0.065
Vv ,

V 0.35 0.50 0.42
V

F

}
V 0.50 1.10 0.70

diode with a high ratio of peak-to-valley current Ip/Iv . Table 3-1 summarizes
the important static characteristics of these devices. The voltage values in
this table are determined principally by the particular semiconductor used
and are almost independent of the current rating. Note that gallium arsenide
has the highest ratio Ip/Iv and the largest voltage swing VF — VP « 1.0 V, as
against 0.45 V for germanium. The peak current IP is determined by the
impurity concentration (the resistivity) and the junction area. For computer
applications, devices with IP in the range of 1 to 100 mA are most common.
The peak point (Vp, IP ) }

which is in the tunneling region, is not a very sensitive
function of temperature. However, the valley point (Vy, Iv) }

which is

affected by the injection current, is quite temperature-sensitive. 5

The advantages of the tunnel diode are low cost, low noise, simplicity,

high speed, environmental immunity, and low power. The disadvantages of
the diode are its low output-voltage swing and the fact that it is a two-terminal
device. Because of the latter feature, there is no isolation between input and
output, and this leads to serious circuit-design difficulties.

3-13 THE SEMICONDUCTOR PHOTODIODE

If a reverse-biased p-n junction is illuminated, the current varies almost
linearly with the light flux. This effect is exploited in the semiconductor
photodiode. This device consists of a p-n junction embedded in a clear plastic,

as indicated in Fig. 3-20. Radiation is allowed to fall upon one surface

across the junction. The remaining sides of the plastic are either painted
black or enclosed in a metallic case. The entire unit is extremely small
and has dimensions of the order of tenths of an inch.

Fig. 3-20 The construction of a semiconduc-

tor photodiode.
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Volt-Ampere Characteristics If reverse voltages in excess of a few tenths

of a volt are applied, an almost constant current (independent of the magnitude

of the reverse bias) is obtained. The dark current corresponds to the reverse

saturation current due to the thermally generated minority carriers. As

explained in Sec. 3-2, these minority carriers “fall down” the potential hill

at the junction, whereas this barrier does not allow majority carriers to cross

the junction. Now if light falls upon the surface, additional electron-hole

pairs are formed. In Sec. 2-8 we note that it is justifiable to consider the

radiation solely as a minority-carrier injector. These injected minority carriers

(for example, electrons in the p side) diffuse to the junction, cross it, and

contribute to the current.

The reverse saturation current 70 in a p-n diode is proportional to the

concentrations p no and of minority carriers in the n and p region, respec-

tively. If we illuminate a reverse-biased p-n junction, the number of new
hole-electron pairs is proportional to the number of incident photons. Hence

the current under large reverse bias is 7 = IQ + 7SJ where ISJ the short-circuit

current, is proportional to the light intensity. Hence the volt-ampere char-

acteristic is given by

I = Is + 7,(1 ~ e
yi'yr) (3-34)

where 7, IS) and I0 represent the magnitude of the reverse current, and V is

positive for a forward voltage and negative for a reverse bias. The parameter

r] is unity for germanium and 2 for silicon, and VT is the volt equivalent of

temperature defined by Eq. (3-10).

Typical photodiode volt-ampere characteristics are indicated in Fig. 3-21.

The curves (with the exception of the dark-current curve) do not pass through

the origin. The characteristics in the millivolt range and for positive bias

are discussed in the following section, where we find that the photodiode may
be used under either short-circuit or open-circuit conditions. It should be

0 10 20 30 40

Reverse voltage, V

Fig. 3-21 Volt-ampere character-

istics for the 1N77 germanium

photodiode. (Courtesy of Syl-

vania Electric Products, Inc.)
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Fig. 3-22 Sensitivity of a semi-

conductor photodiode as a function

of the distance of the light spot

from the junction.

noted that the characteristics drift somewhat with age. The barrier capaci-
tance CT * 10 pF, the dynamic resistance R « 50 M, and the ohmic resistance
r « 100 J2.

Sensitivity with Position of Illumination The current in a reverse-biased
semiconductor photodiode depends upon the diffusion of minority carriers to
the junction. If the radiation is focused into a small spot far away from the
junction, the injected minority carriers can recombine before diffusing to the
junction. Hence a much smaller current will result than if the minority
carriers were injected near the junction. The photocurrent as a function of
the distance from the junction at which the light spot is focused is indicated
in Fig. 3-22. The curve is somewhat asymmetrical because of the differences
in the diffusion lengths of minority carriers in the p and n sides. Incidentally,
the spectral response of the semiconductor photodiode is the same as that for a
photoconductive cell, and is indicated in Fig. 2-12.

The p-n photodiode and, particularly, the improved n-p-n version
described in Sec. 5-14 find extensive application in high-speed reading of
computer punched cards and tapes, light-detection systems, reading of film
sound track, light-operated switches, production-line counting of objects
which interrupt a light beam, etc.

3-14 THE PHOTOVOLTAIC EFFECT 8

In I'ig. 3-21 we see that an almost constant reverse current due to injected
minority carriers is collected in the p-n photodiode for large reverse voltages.
If the applied voltage is reduced in magnitude, the barrier at the junction is

reduced. This decrease in the potential hill does not affect the minority cur-
rent (since these particles fall down the barrier), but when the hill is reduced
sufficiently, some majority carriers can also cross the junction. These carriers
correspond to a forward current, and hence such a flow will reduce the net
(reverse) current. It is this increase in majority-carrier flow which accounts
for the drop in the reverse current near the zero-voltage axis in Fig. 3-21.
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An expanded view of the origin in this figure is indicated in Fig. 3-23. (Note

that the first quadrant of Fig. 3-21 corresponds to the third quadrant of

Fig. 3-23.)

The Photovoltaic Potential If a forward bias is applied, the potential

barrier is lowered, and the majority current increases rapidly. When this

majority current equals the minority current, the total current is reduced to

zero. The voltage at which zero resultant current is obtained is called the

photovoltaic potential. Since, certainly, no current flows under open-circuited

conditions, the photovoltaic emf is obtained across the open terminals of a

p-n junction.

An alternative (but of course equivalent) physical explanation of the

photovoltaic effect is the following: In Sec. 3-1 we see that the height of

the potential barrier at an open-circuited (nonilluminated) p-n junction adjusts

itself so that the resultant current is zero, the electric field at the junction

being in such a direction as to repel the majority carriers. If light falls on

the surface, minority carriers are injected, and since these fall down the barrier,

the minority current increases. Since under open-circuited conditions the

total current must remain zero, the majority current (for example, the hole

current in the p side) must increase the same amount as the minority current.

This rise in majority current is possible only if the retarding field at the junc-

tion is reduced. Hence the barrier height is automatically lowered as a result

of the radiation. Across the diode terminals there appears a voltage just equal

to the amount by which the barrier potential is decreased. This potential is

the photovoltaic emf and is of the order of magnitude of 0.5 V for a silicon

and 0.1 V for a germanium cell.

The photovoltaic voltage Fmax corresponds to an open-circuited diode.

If I = 0 is substituted into Eq. (3-34), we obtain

7max = vVt In (l +
j;)

(3
'35 )

Since, except for very small light intensities, Ibi I0 ^>l, then Fmax increases

logarithmically with IG ,
and hence with illumination. Such a logarithmic

relationship is obtained experimentally.

Maximum Output Power If a resistor R L is placed directly across the

diode terminals, the resulting current can be found at the intersection of the

characteristic in Fig. 3-23 and the load line defined by F = — IRl . If Rl = 0,

then the output voltage F is zero, and for R L = «
,
the output current I is

zero. Hence, for these two extreme values of load, the output power is zero.

If for each assumed value of Rl the values of F and I are read from Fig. 3-23

and P = VI is plotted versus RL ,
we can obtain the optimum load resistance

to give maximum output power. For the types LS222 and LS223 photovoltaic

light sensors, this optimum load is 3.4 K and Pmax ~ 34 /iW. When the p-n
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Fig. 3-23 Volt-ampere characteristics for the LS222 and LS223 p-n

junction photodiodes at a light intensity of 500 fc. (Courtesy of Texas

Instruments, Inc.)

photodiode is used as an energy converter (to transform radiant energy into

electric energy), the optimum load resistance should be used.

The Short-circuit Current We see from Fig. 3-23 and Eq. (3-34) that a
definite (nonzero) current is obtained for zero applied voltage. Hence a

junction photocell can be used under short-circuit conditions. As already

emphasized, this current Is is proportional to the light intensity. Such a

linear relationship is obtained experimentally.

Solar-energy Converters The current drain from a photovoltaic cell

may be used to power electronic equipment or, more commonly, to charge
auxiliary storage batteries. Such energy converters using sunlight as the pri-

mary energy are called solar batteries and are used in satellites like the Telstar.

A silicon photovoltaic cell of excellent stability and high (~14 percent) con-

version efficiency is made by diffusing a thin n-type impurity onto a p-type
base. In direct noonday sunlight such a cell generates an open-circuit voltage

of approximately 0.6 V.

3-15 LIGHT-EMITTING DIODES

Just as it takes energy to generate a hole-electron pair, so energy is released

when an electron recombines with a hole. In silicon and germanium this

recombination takes place through traps (Sec. 2-8) and the liberated energy
goes into the crystal as heat. However, it is found that in other semicon-
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ductors, such as gallium arsenide, there is a considerable amount of direct

recombination without the aid of traps. Under such circumstances the energy
released when an electron falls from the conduction into the valence band
appears in the form of radiation. Such a p-n diode is called a light-emitting diode

(LED), although the radiation is principally in the infrared. The efficiency of

the process of light generation increases with the injected current and with
a decrease in temperature. The light is concentrated near the junction because
most of the carriers are to be found within a diffusion length of the junction.

Under certain conditions, the emitted light is coherent (essentially mono-
chromatic). Such a diode is called an injection junction laser.
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REVIEW QUESTIONS

3.-1 Consider an open-circuited p-n junction. Sketch curves as a function of

distance across the junction of space charge, electric field, and potential.

3-2 (a) What is the order of magnitude of the space-charge width at a p-n junc-
tion? (b

)

What does this space charge consist of—electrons, holes, neutral donors,
neutral acceptors, ionized donors, ionized acceptors, etc.?

3-3 (a) For a reverse-biased diode, does the transition region increase or decrease
in width?

(b

)

What happens to the junction potential?

3-4 Explain why the p-n junction contact potential cannot be measured by
placing a voltmeter across the diode terminals.

3-5 Explain physically why a p-n diode acts as a rectifier.

3-6 (a) Write the law of the junction. (b

)

Define all terms in this equation,
(c) What does this equation state for a large forward bias? (d

)

A large reverse bias?
3-7 Plot the minority-carrier current components and the total current in a p-n

diode as a function of the distance from the junction.

3-8 Plot the hole current, the electron current, and the total current as a function
of distance on both sides of a p-n junction. Indicate the transition region.

3-9 (a) Write the volt-ampere equation for a p-n diode. (6) Explain the meaning
of each symbol.

3-10 Plot the volt-ampere curves for germanium and silicon to the same scale,

showing the cutin value for each.

3-11 (a) How does the reverse saturation current of a p-n diode vary with
temperature?

(b) How does the diode voltage (at constant current) vary with
temperature?

3-12 How does the dynamic resistance r of a diode vary with (a) current and
(b) temperature? (c) What is the order of magnitude of r for silicon at room tempera-
ture and for a dc current of 1 mA?

3-13 (a) Sketch the piecewise linear characteristic of a diode. (6) What are the
approximate cutin voltages for silicon and germanium?

3-14 Consider a step-graded p-n junction with equal doping on both sides of the
junction

(NA = ND). Sketch the charge density, field intensity, and potential as a
function of distance from the junction for a reverse bias.

3-15 (a) How does the transition capacitance CT vary with the depletion-layer
width?

(b) With the applied reverse voltage? (c) What is the order of magnitude
of CT ?

3-16 What is a varactor diode

?

3-17 Plot the minority-carrier concentration as a function of distance from a p-n
junction in the n side only for (a) a forward-biased junction, (6) a negatively biased
junction. Indicate the excess concentration and note where it is positive and where
negative.
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3-18 Under steady-state conditions the diode current is proportional to a charge

Q. (a) What is the physical meaning of the factor of proportionality? (b) What
charge does Q represent—transition layer charge, injected minority-carrier charge,

majority-carrier charge, etc.?

3-19 (a) How does the diffusion capacitance CD vary with dc diode current?
(b) What does the product of CD and the dynamic resistance of a diode equal?

3-20 What is meant by the minority-carrier storage time of a diode?
3-21 A diode in series with a resistor RL is forward-biased by a voltage VF .

After a steady state is reached, the input changes to — Vr. Sketch the current as a
function of time. Explain qualitatively the shape of this curve.

3-22 (a) Draw the volt-ampere characteristic of an avalanche diode. (b) What
is meant by the knee of the curve? (c) By the dynamic resistance? (d) By the
temperature coefficient?

3-23 Describe the physical mechanism for avalanche breakdown.
3-24 Describe the physical mechanism for Zener breakdown.
3-25 Draw a circuit which uses a breakdown diode to regulate the voltage across

a load.

3-26 Sketch the volt-ampere characteristic of a tunnel diode. Indicate the

negative-resistance portion.

3-27 Draw the small-signal model of the tunnel diode operating in the negative-

resistance region. Define each circuit element.

3-28 (a) Draw the volt-ampere characteristics of a p-n photodiode. (b) Does the
current correspond to a forward- or reverse-biased diode? (c) Each curve is drawn for

a different value of what physical parameter?

3-29 (a) Write the equation for the volt-ampere characteristic of a photodiode.
(b) Define each symbol in the equation.

3-30 (a) Sketch the curve of photodiode current as a function of the position of a
narrow light source from the junction, (b) Explain the shape of the curve.

3-31 (a) Define photovoltaic potential \b) What is its order of magnitude?
(c) Does it correspond to a forward or a reverse voltage?

3-32 Explain how to obtain maximum power output from a photovoltaic cell.

3-33 What is a light-emitting diode

f



The p-n junction diode is considered as a circuit element. The concept

of “load line” is introduced. The piecewise linear diode model is

exploited in the following applications: clippers (single-ended and

double-ended), comparators, diode gates, and rectifiers. Half-wave,

full-wave, bridge, and voltage-doubling rectification are considered.

Capacitor filters are discussed.

Throughout this chapter we shall assume that the input wave-

forms vary slowly enough so that the diode switching times (Sec. 3-10)

may be neglected.

4-1 THE DIODE AS A CIRCUIT ELEMENT

The basic diode circuit, indicated in Fig. 4-1, consists of the device in

series with a load resistance Rl and an input-signal source v<. This cir-

cuit is now analyzed to find the instantaneous current i and the

instantaneous diode voltage v, when the instantaneous input voltage

is

The Load Line From KirchhofFs voltage law (KVL),

v = Vi — iRh (4-1)

where Rl is the magnitude of the load resistance. This one equation

is not sufficient to determine the two unknowns v and i in this expres-

sion. However, a second relation between these two variables is given

by the static characteristic of the diode (Fig. 3-7). In Fig. 4-2a is

indicated the simultaneous solution of Eq. (4-1) and the diode char-

acteristic. The straight line, which is represented by Eq. (4-1), is

called the load line. The load line passes through the points i = 0,

87
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Fig. 4-1 The basic diode circuit. The anode (the p
side) of the diode is marked A t and the cathode (the n

side) is labeled K .

0. That is, the intercept with the voltage axis is

vu and with the current axis is v{/RL . The slope of this line is determined,
therefore, by RL ;

the negative value of the slope is equal to l/RL . The point
of intersection A of the load line and the static curve gives the current iA
that will flow under these conditions. This construction determines the cur-

rent in the circuit when the instantaneous input potential is

A slight complication may arise in drawing the load line because i = Vi/RL
is too large to appear on the printed volt-ampere curve supplied by the manu-
facturer. Under such circumstance choose an arbitrary value of current If

which is on the vertical axis of the printed characteristic. Then the load line

is drawn through the point P (Fig. 4-2a), where i - v = - I'RL} and
through a second point i = 0, v = y*.

The Dynamic Characteristic Consider now that the input voltage is

allowed to vary. Then the above procedure must be repeated for each volt-

age value. A plot of current vs. input voltage, called the dynamic charac-

teristic
,
may be obtained as follows: The current iA is plotted vertically above

Vi at point B in Fig. 4-26. As v{ changes, the slope of the load line does not

+

v = Vi
,
and i = Vi/R L} v

Fig. 4-2 (a) The intersection A of the load line with the diode static characteristic

gives the current iA corresponding to an instantaneous input voltage Vi . (b) The

method of constructing the dynamic curve from the static curve and the load line.
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Fig. 4-3 The method of obtaining the output-voltage wave-

form from the transfer characteristic for a given input-signal-

voltage waveform.

vary since RL is fixed. Thus, when the applied potential has the value vit the

corresponding current is iA *. This current is plotted vertically above v'{ at Bf
.

The resulting curve OBB f
that is generated as v{ varies is the dynamic

characteristic.

The Transfer Characteristic The curve which relates the output voltage

v0 to the input Vi of any circuit is called the transfer
,
or iransmission

}
character-

istic, Since in Fig. 4-1 v0 = iRL} then for this particular circuit the transfer

curve has the same shape as the dynamic characteristic.

It must be emphasized that, regardless of the shape of the static volt-

ampere characteristic or the waveform of the input signal, the resultant output
waveshape can always be found graphically (at low frequencies) from the

transfer curve. This construction is illustrated in Fig. 4-3. The input-signal

waveform (not necessarily triangular) is drawn with its time axis vertically

downward, so that the voltage axis is horizontal. Suppose that the input

voltage has the value viA indicated by the point A at an instant t
f

. The corre-

sponding output voltage is obtained by drawing a vertical line through-

A

and noting the voltage voA where this line intersects the transfer curve. This

value of v0 is then plotted (a) at an instant of time equal to Similarly, points

b
}

c, d, . . . of the output waveform correspond to points B, C, D, . . . of the

input-voltage waveform. Note that v0 = 0 for Vi < Vy ,
so that the diode acts

as a clipper and a portion of the input signal does not appear at the output.

Also note the distortion (the deviation from linearity) introduced into the
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IN-* ice

L

Fig. 4-4 The output circuit of most devices

consist of a supply voltage V in series with a load

resistance RL .

output in the neighborhood of = Vy because of the nonlinearity in the

transfer curve in this region.

4-2 THE LOAD-LINE CONCEPT

We now show that the use of the load-line construction allows the graphical

analysis of many circuits involving devices which are much more complicated

than the p-n diode. The external circuit at the output of almost all devices

consists of a dc (constant) supply voltage V in series with a load resistance

RL} as indicated in Fig. 4-4. Since KVL applied to this output circuit yields

v = V - iRh (4-2)

we once again have a straight-line relationship between output current i and
output (device) voltage v. The load line passes through the point i = 0,

v = V and has a slope equal to — I/Rl independently of the device characteristics.

A p-n junction diode or an avalanche diode possesses a single volt-ampere

characteristic at a given temperature. However, most other devices must be

described by a family of curves. For example, refer to Fig. 3-21, which gives

the volt-ampere characteristics of a photodiode, where a separate curve is

drawn, for each fixed value of light intensity. The load line superimposed
upon these characteristics corresponds to a 40-V supply and a load resistance

of 40/800 M = 50 K. Note that, from the intersection of the load line with
the curve for an intensity L = 3,000 fc, we obtain a photodiode current of

530 juA and a device voltage of 13.5 V. For L = 2,000 fc, i = 320 juA, and
v = 24.0 V, etc.

The volt-ampere characteristics of a transistor (which is discussed in the

following chapter) are similar to those in Fig. 3-21 for the photodiode. How-
ever, the independent parameter, which is held constant for each curve, is the

input transistor current instead of light intensity. The output circuit is iden-

tical with that in Fig. 4-4, and the graphical analysis begins with the construc-

tion of the load line.

4-3 THE PIECEWISE LINEAR DIODE MODEL

If the reverse resistance Rr is included in the diode characteristic of Fig. 3-9,

the piecewise linear and continuous volt-ampere characteristic of Fig. 4-5a is
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Fig. 4-5 (a) The piece-

wise linear volt-ampere

characteristic of a p-n

diode, (b) The large-

signal model in the on, or

forward, direction (anode

A more positive than V7

with respect to the cath-

ode). (c) The model in

the off, or reverse, direc-

tion (V < Vy).

obtained. The diode is a binary device, in the sense that it can exist in only
one of two possible states; that is, the diode is either on or off at a given time.
If the voltage applied across the diode exceeds the cutin potential Vy with the
anode A (the p side) more positive than the cathode K (the n side), the diode
is forward-biased and is said to be in the on state. The large-signal model for
the on state is indicated in Fig. 4-56 as a battery Vy in series with the low
forward resistance Rf (of the order of a few tens of ohms or less). For a reverse
bias (v < Vy ) the diode is said to be in its off state. The large-signal model
for the off state is indicated in Fig. 4-5c as a large reverse resistance Rr (of
the order of several hundred kilohms or more). Usually Rr is so much larger
than any other resistance in the diode circuit that this reverse resistance may
be considered to be infinite. We shall henceforth assume that Rr = °o,
unless otherwise stated.

A Simple Application Consider that in the basic diode circuit of Fig. 4-1
the input is sinusoidal, so that = Vm sin ot

}
where a = cat, w = 2irf, and / is

the frequency of the input excitation. Assume that the piecewise linear model
of Fig. 4-5 (with Rr = oo

) is valid. The current in the forward direction
(Vi > Vy) may then be obtained from the equivalent circuit of Fig. 4-6oWe have

Vm sin a — Vy

Rl + Rf (4-3)

for Vi = Vm sin a > V7 and i = 0 for < V7 .

Fig. 4-66, where the cutin angle
<f>

is given by

. * Vy
<f>
= arcsin^

This waveform is plotted in

(4-4)

If, for example, Vm = 2Vy ,
then 0 = 30°. For silicon (germanium),

Vy = 0.6 V (0.2 V),
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D

Fig. 4-6 (a) The equivalent circuit of a diode D (in the on state) in

series with a load resistance RL and a sinusoidal voltage vit (

b

)

The input waveform Vi and the rectified current i.

and hence a cutin angle of 30° is obtained for very small peak sinusoidal

voltages; 1.2 V (0.4 V) for Si (Ge). On the other hand, if Vm > 10 V, then

<f>
< 3.5° (1.2°) for Si (Ge) and the cutin angle may be neglected; the diode

conducts essentially for a full half cycle. Such a rectifier is considered in more

detail in Sec. 4-8.

Incidentally, the circuit of Fig. 4-6 may be used to charge a battery from

an ac supply line. The battery VB is placed in series with the diode D, and

Rl is adjusted to supply the desired dc (average) charging current. The

instantaneous current is given by Eq. (4-3), with VB added to Vy ,

The Break Region The piecewise linear approximation given in Fig. 4-5a

indicates an abrupt discontinuity in slope at Vy . Actually, the transition

of the diode from the off condition to the on state is not abrupt. Therefore

the waveform transmitted through a clipper or a rectifier will not show an

abrupt change of attenuation at a break point, but instead there will exist a

break region, that is, a region over which the slope of the diode characteristic

changes gradually from a very small to a very large value. We shall now

estimate the range of voltage of this break region.

The break point is defined at the voltage Vy ,
where the diode resistance

changes discontinuously from the very large value Rr to the very small value

Rf . Hence, let us arbitrarily define the break region as the voltage change

over which the diode resistance is multiplied by some large factor, say 100.

The incremental resistance r = dV/dl = \,g is, from Eq. (3-13),

r = v^ (4-5)
T- o

If Fi(7 2) is the potential at which r = ri(r 2), then

— = e
,<v2-vohv T (4-6)
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For r,/r2 = 100, AV = V2 — V x = r,VT In 100 = 0.12 V for Ge (, = 1) and
0.24 V for Si (ij = 2) at room temperature. Note that the break region AV is
only one- or two-tenths of a volt. If the input signal is large compared with
this small range, then the piecewise linear volt-ampere approximation and
models of Fig. 4-5 are valid.

Analysis of Diode Circuits Using the Piecewise Linear Model Consider
a circuit containing several diodes, resistors, supply voltages, and sources of
excitation. A general method of analysis of such a circuit consists in assuming
(guessing) the state of each diode. For the on state, replace the diode by a
battery Vy in series with a forward resistance Rf ,

and for the off state replace
the diode by the reverse resistance Rr (which can usually be taken as infinite),
as indicated in Fig. 4-56 and c. After the diodes have been replaced by these
piecewise linear models, the entire circuit is linear and the currents and voltages
everywhere can be calculated using Kirchhoff’s voltage and current laws.
The assumption that a diode is on can then be verified by observing the sign
of the current through it. If the current is in the forward direction (from
anode to cathode), the diode is indeed on and the initial guess is justified.
However, if the current is in the reverse direction (from cathode to anode),
the assumption that the diode is on has been proved incorrect. Under this
circumstance the analysis must begin again with the diode assumed to be off.

Analogous to the above trial-and-error method, we test the assumption
that a diode is off by finding the voltage across it. If this voltage is either
in the reverse direction or in the forward direction but with a voltage less
than Vy ,

the diode is indeed off. However, if the diode voltage is in the
forward direction and exceeds Vy ,

the diode must be on and the original
assumption is incorrect. In this case the analysis must begin again by assum-
ing the on state for this diode.

The above method of analysis will be employed in the study of the diode
circuits which follows.

4-4 CLIPPING (LIMITING) CIRCUITS

Clipping circuits are used to select for transmission that part of an arbitrary
waveform which lies above or below some reference level. Clipping circuits
are also referred to as voltage (or current) limiters, amplitude selectors, or

In the above sense, Fig. 4-1 is a clipping circuit, and input voltages
below Vy are not transmitted to the output, as is evident from the waveforms
of Figs. 4-3 and 4-6. Some of the more commonly employed clipping circuits
are now to be described.

Consider the circuit of Fig. 4-7a. Using the piecewise linear model, the
transfer characteristic of Fig. 4-76 is obtained, as may easily be verified
For example, if D is off, the diode voltage v < Vy and v> < Vy .+ VR . How-
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t

vo

I-

(6) (o)

Fig. 4-7 (a) A diode clipping circuit which transmits that part of the waveform

more negative than 7* + Vy . (b) The piecewise linear transmission characteristic

of the circuit. A sinusoidal input and the clipped output are shown.

ever, if D is off, there is no current in R and v0 = v,. This argument justifies

the linear portion (with slope unity) of the transmission characteristic extending

from arbitrary negative values to Vi = Vr + Vy . For larger than Vr + Vy ,

the diode conducts, and it behaves as a battery Vy in series with a resistance

R/, so that increments AVi in the input are attenuated and appear at the output

as increments Aw0 = Ai>iR//(Rj + R)- This verifies the linear portion of

slope Rs/(Ri + R) for », > VR + Vy in the transfer curve. Note that the

transmission characteristic is piecewise linear and continuous and has a break

point at Vr + Vy .

Figure 4-7b shows a sinusoidal input signal of amplitude large enough

so that the signal makes excursions past the break point. The corresponding

output exhibits a suppression of the positive peak of the signal. If Rj « R,

this suppression will be very pronounced, and the positive excursion of the

output will be sharply limited at the voltage Vr + Vy . The output will

appear as though the positive peak had been “clipped off” or “sliced off.”
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Often it turns out that VR V7 ,
in which case one may consider that VR

itself is the limiting reference voltage.

In Fig. 4-8a the clipping circuit has been modified in that the diode in
Fig. 4-7a has been reversed. The corresponding piecewise linear representa-
tion of the transfer characteristic is shown in Fig. 4-8b. In this circuit, the
portion of the waveform more positive than VR — V7 is transmitted without
attenuation, but the less positive portion is greatly suppressed.

In Figs. 4-7b and 4-8b we have assumed Rr arbitrarily large in comparison
with R. If this condition does not apply, the transmission characteristics
must be modified.. The portions of these curves which are indicated as having
unity slope must instead be considered to have a slope Rr/(Rr + R).

In a transmission region of a diode clipping circuit we require that Rr» R,
for example, that Rr = kR, where A; is a large number. In the attenuation
region, we require that R » Rh for example, that R = kR,. From these two
equations we deduce that R = VR,Rr and that k = VR^Jr,. On this

D ON »-j-« D OFF >-

Fig. 4-8 (o) A diode clipping circuit which transmits that part of the wave-
form more positive than Vr — Vy. (b) The piecewise linear transmission
characteristic of the circuit. A sinusoidal input and the clipped output are
shown.
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Fig. 4-9 Four diode clipping circuits. In (a) and (c) the diode appears as a

shunt element. In (
b) and (d) the diode appears as a series element. Linder each

circuit appears the output waveform (solid) for a sinusoidal input. The clipped

portion of the input is shown dashed.

basis we conclude that it is reasonable to select R as the geometiical mean of

R r and Rt . And we note that the ratio R r/Rf may well serve as a figure of

merit for diodes used in the present application.

Additional Clipping Circuits Figures 4-7 and 4-8 appear again in Fig. 4-9,

together with variations in which the diodes appear as series elements. If in

each case a sinusoid is applied at the input, the waveforms at the output will

appear as shown by the heavy lines. In these output waveforms we have

neglected Vy in comparison with Vr and we have assumed that the break region

is negligible in comparison with the amplitude of the waveforms. We have

also assumed that R , » R » Rt In two of these circuits the portion of the

waveform transmitted is that part which lies below VR ]
in the other two the

portion above Vr is transmitted. In two the diode appears as an element

in series with the signal lead; in two it appears as a shunt element. The use

of the diode as a series element has the disadvantage that when the diode is

off and it is intended that there be no transmission, fast signals or high-

frequency w'aveforms may be transmitted to the output through the diode

capacitance. The use of the diode as a shunt element has the disadvantage

that when the diode is open (back-biased) and it is intended that there be

transmission, the diode capacitance, together with all other capacitance in

shunt with the output terminals, will round sharp edges of input waveforms

and attenuate high-frequency signals. A second disadvantage of the use

of the diode as a shunt element is that in such circuits the impedance R

,

of the

source which supplies Vr must be kept low\ This requirement does not arise



See. 4-5
DIODE CIRCUITS / 97

in circuits where VR is m series with R, which is normally large compared with

CLIPPING AT TWO INDEPENDENT LEVELS

.

*ode cllPPers be used in pairs to perform double-ended limiting at
independent levels. A parallel, a series, or a series-parallel arrangement may
be used. A parallel arrangement is shown in Fig. 4-10a. Figure 4-106 shows
the piecewise linear and continuous input-output voltage curve for the circuit
in Fig. 4-10a. The transfer curve has two break points, one at v, = i\ = VR1and a second at v0 = Vi = VR2, and has the following characteristics (assumingVR2 > VR » y7 and Rf <KR):

vs
Input Vi Output v0 Diode states

^ < VBl Vo ~ VHi D 1 ON, D2 OFF

VR1 < Vi < VR2 v0 = Vi Dl OFF, D2 OFF

Vi > VR2 Vo = VR2 D 1 OFF, D2 ON

Rg. 4-10 (a) A double-diode clipper which limits at two independent levels,
(b) The piecewise linear transfer curve for the circuit in (a). The doubly clipped
output for a sinusoidal input is shown.
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(a) (b)

Fig. 4-11 (a) A double-ended clipper using avalanche diodes;

(Jb) the transfer characteristic.

The circuit of Fig. 4-10a is referred to as a slicer because the output contains

a slice of the input between the two reference levels Vr\ and VR2 .

The circuit is used as a means of converting a sinusoidal waveform into a

square wave. In this application, to generate a symmetrical square wave,

Vrx and VR2 are adjusted to be numerically equal but of opposite sign. The

transfer characteristic passes through the origin under these conditions, and

the waveform is clipped symmetrically top and bottom. If the amplitude

of the sinusoidal waveform is very large in comparison with the difference

in the reference levels, the output waveform will have been squared.

Two avalanche diodes in series opposing, as indicated in Fig. 4-1 la,

constitute another form of double-ended clipper. If the diodes have identical

characteristics, a symmetrical limiter is obtained. If the breakdown (Zener)

voltage is Vz and if the diode cutin voltage is Vy ,
then the transfer character-

istic of Fig. 4-116 is obtained.

Catching or Clamping Diodes Consider that n and R in Fig. 4-10a

represent Th^venin’s equivalent circuit at the output of a device, such as an

amplifier. In other words, R is the output resistance and is the open-circuit

output signal. In such a situation D 1 and D2 are called catching diodes.

The reason for this terminology should be clear from Fig. 4-12, where we see

m

Fig. 4-12 Catching diodes D 1 and D2 limit the out-

put excursion of the device between V

m

and V

n

2 .
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that D 1 “catches” the output v„ and does not allow it to fall below VRh whereas
D2 “catches” v0 and does not permit it to rise above Vg 2 .

Generally, whenever a node becomes connected through a low resistance
(as through a conducting diode) to some reference voltage Vg, we say that
the node has been clamped to Vg, since the voltage at that point in the circuit
is unable to depart appreciably from Vg. In this sense the diodes in Fig. 4-12
are called clamping diodes .

A circuit for clamping the extremity of a periodic waveform to a reference
voltage is considered in Sec. 4-11.

4-6 COMPARATORS

The nonlinear circuits which we have used to perform the operation of clipping
may also be used to perform the operation of comparison. In this case the
circuits become elements of a comparator system and are usually referred to
simply as comparators. A comparator circuit is one which may be used to
mark the instant when an arbitrary waveform attains some reference level.
The distinction between comparator circuits and the clipping circuits con-
sidered earlier is that in a comparator there is no interest in reproducing any
part of the signal waveform. For example, the comparator output may consist
of an abrupt departure from some quiescent level which occurs at the time the
signal attains the reference level but is otherwise independent of the signal.
Or the comparator output may be a sharp pulse which occurs when signal and
reference are equal.

The diode circuit of Fig. 4-13a which we encountered earlier as a clipping
circuit is used here in a comparator operation. For the sake of illustration
the input signal is taken as a ramp. This input crosses the voltage level
Vi = Vs + Vy at time t = h. The output remains quiescent at v0 = Vg until
t = th after which it rises with the input signal.

The device to which the comparator output is applied will respond when
the comparator voltage has risen to some level V0 above VR . However, the
precise voltage at which this device responds is subject to some variability
AVo because of gradual changes which result from aging of components, temper-
ature changes, etc. As a consequence (as shown in Fig. 4-136) there will be a
variability At in the precise moment at which this device responds and an
uncertainty Avt in the input voltage corresponding to At. Furthermore, if

the device responds in the range Av0 ,
the device will respond not at t = h,

but at some later time t 2 . The situation may be improved by increasing the
slope of the rising portion of the output waveform v0 . If the diode were
indeed ideal, it would be advantageous to follow the comparator of Fig. 4-13a
by an amplifier. However, because of the exponential characteristic of a
physical diode, such an anticipated advantage is not realized. 1

Although an amplifier which follows a diode-resistor comparator does not
improve the sharpness of the comparator break, an amplifier preceding the
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Fig. 4-13 (a) A diode comparator; (b) the comparison operation is

illustrated with a ramp input signal v it and the corresponding output

waveform is indicated.

comparator will do so. Thus, suppose that the input signal to a diode com-

parator must go through a range A to carry the comparator through its

uncertainty region. Then, if the amplifier has a gain A, the input signal need

only go through the range Avi

A

to carry the comparator output through the

same voltage range. The amplifier must be direct-coupled and must be

extremely stable against drift due to aging of components, temperature change,

etc. Such an amplifier is the difference or operational amplifier discussed

in Sec. 15-2. Comparators are treated in detail in Sec. 16-11.

4-7 SAMPLING GATE

An ideal sampling gate is a transmission circuit in which the output is an

exact reproduction of an input waveform during a selected time interval and

is zero otherwise. The time interval for transmission is selected by an exter-

nally impressed signal, called the control
,
or gating

,
signal, and is usually rec-

tangular in shape. These sampling gates are also referred to as transmission

gates, or time-selection circuits.

A four-diode sampling gate is indicated in Fig. 4-14a. This circuit has

the topology of a bridge with the external signal v s applied at node Pi, the

output v0 taken across the load RL at node P 2 ,
and symmetrical control voltages

+vc and — vc applied to nodes P 3 and P 4 through the control resistors P c .

The rectangularly shaped vc ,
the sinusoidal v s (it could be of arbitrary wave-
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shape), and the sampled output v0 are drawn in Fig. 4-146. Note that the
period of vc need not be the same as that of v„ although in most practical sys-
tems the period of vc would equal or be an integral multiple of that of vs

If we assume ideal diodes with Vy = 0, R, = 0, R r = «, the operation
of the circuit is easily understood. During the time interval Tc ,

when v = V
all four diodes conduct and the voltage across each is zero. Hence nodes p[and P, are at the same potential and The output is therefore an
exact replica of the input during the selection time Tc . During the time Tn ,when vc = - F„, all four diodes are nonconducting and the current in R, is
zero, so that v0 = 0.

We must now justify the statements made in the preceding paragraph
that during T0 all diodes conduct and during T„ all diodes are nonconducting
Consider the situation when ». = -F„, = + Vn , and = Fs = the
(positive) peak signal voltage. Let us assume that all diodes are reverse-
biased, so that v0 - 0, and then justify this assumption (Sec. 4-3). From
Fig. 4-14o we see that D

1

and D2 are each reverse-biased by V„, that DZ is
reverse-biased by F„ + V„ and that the voltage across D4 (in the forward
direction) is V, — F„. Hence diodes D\, D2, and DZ are off for any value
of F„ or F. and D4 is off provided that Vn > F„ or the minimum value of
V„ is given by

(F„) min = Vs
(4-7)

In other words, there is a restriction on the control-gate amplitude during the
nonconducting interval Tn ; the minimum value of F„ just equals the peak

(a)

Fig. 4-14 (a) A four-diode-bridge sampling gate, (b) The control v„ the signal
v*r and the output v0 waveforms.
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Fig. 4-15 The diodes in Fig. 4-14 are replaced by short circuits, (a) The currents

due to Vc )
(b) the currents due to V

signal voltage Fs if we require that all four diodes be nonconducting during

this interval.

Consider now the situation during Tc ,
when vc = + F0 ,

—vc = — Vei and

Vt = ys _ We now assume that all four diodes are on and then determine the

restriction required upon Vc so that each diode current is indeed in the forward

direction. The current in each diode consists of two components, one due to

Vc (as indicated in Fig. 14-15o) and the other due to F„ (as indicated in Fig.

14-lob). The current due to Vc is VC/2RC and is in the forward direction in

each diode, but the current due to V, is in the reverse direction in DZ (between

Pz and Pi) and in D2 (between P 2 and P 4). The larger reverse current is in

DZ and equals V,/R c + V 3/2RL ,
and hence this quantity must be less than

VC/2RC . The minimum value of Vc is therefore given by

(F^min = F, (2 +
(4-8)

Balance Conditions Assume that vs = 0 but that the four diodes are not

identical in the parameters Vy and Rj (which are now no longer taken to be

zero). Then the bridge will not be balanced and node P 2 is not at the same

potential (ground) as Pi. Under these circumstances a portion of the rec-

tangular control waveform appears at the output. In other words, during

Tc the output is v0 = V'c ,
instead of zero. If now the restriction v, = 0 is

removed, the sampled portion of the output vQ in Fig. 4-146 will be raised with

respect to ground by the voltage V'c1 and vQ is said to be “sitting upon a ped-

estal.” Fortunately, all four diodes can be fabricated simultaneously on a

tiny chip of silicon by integrated-circuit techniques (Chap. 7), and this ensures

matched diodes, so that the pedestal is minimized.
.

It must be emphasized

that even with identical diodes a pedestal will exist in the output if the two

control waveforms are not balanced (one control signal must be the negative of

the other). Other sampling circuits which minimize control -signal imbalance

are possible. 2
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4-8 RECTIFIERS

Almost all electronic circuits require a dc source of power. For portable low-
power systems batteries may be used. More frequently, however, electronic
equipment is energized by a power supply, a piece of equipment which converts
the alternating waveform from the power lines into an essentially direct voltage.
The study of ac-to-dc conversion is initiated in this section.

A Half-wave Rectifier A device, such as the semiconductor diode, whioh
is capable of converting a sinusoidal input waveform (whose average value is

zero) into a unidirectional (though not constant) waveform, with a nonzero
average component, is called a rectifier. The basic circuit for half-wave rectifi-

cation is shown in Fig. 4-16. Since in a rectifier circuit the input vt = Vm sin at
has a peak value Vm which is very large compared with the cutin voltage Vy
of the diode, we assume in the following discussion that Vy = 0. (The con-
dition Vy ^ 0 is treated in Sec. 4-3, and the current waveform is shown in
Fig. 4-6&.) With the diode idealized to be a resistance R/ in the on state and
an open circuit in the off state, the current i in the diode or load Rl is given
by

i = Im sin a if 0 < a < tt

i = 0 ifir<a<2?r

where a = at and

, _ Vm
lm ~ R,+ Rl (4-10)

The transformer secondary voltage v{ is shown in Fig. 4-16&, and the rectified

Fig. 4-16 (a) Basic circuit of half-wave rectifier, (b) Transformer sinusoidal

secondary voltage (c) Diode and load current i.
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current in Fig. 4-16c. Note that the output current is unidirectional. We
now calculate this nonzero value of the average current.

A dc ammeter is constructed so that the needle deflection indicates the average

value of the current 'passing through it. By definition, the average value of a

periodic function is given by the area of one cycle of the curve divided by the

base. Expressed mathematically,

/."** (4-u>

For the half-wave circuit under consideration, it follows from Eqs. (4-9) that

/dc = ± [* Im Sin « dec = ^ (4-12)
Itt jo 7T

Note that the upper limit of the integral has been changed from 2tt to tt since

the instantaneous current in the interval from 7r to 2ir is zero and so con-

tributes nothing to the integral.

The Diode Voltage The dc output voltage is clearly given as

7d0 = /defti =— (4-13)
7

r

However, the reading of a dc voltmeter placed across the diode is not given

by IdcRf because the diode cannot be modeled as a constant resistance, but

rather it has two values: R/ in the on state and *> in the off state.

A dc voltmeter reads the average value of the voltage across its terminals.

Hence, to obtain Vdc across the diode, the instantaneous voltage must be

plotted as in Fig. 4-17 and the average value obtained by integration. Thus

V'dc = ~
(^Jj

ImRf sin a dot + Vm sin a dc^j

= - (ImRj - Vm) = - [InJtf - Im(Rf + Rl)]
7r 7T

where use has been made of Eq. (4-10). Hence

75.
= -^ (4-14)

7

r

v

Im Rf sin a

Fig. 4-17 The voltage across the diode in

Fig. 4-16.

Vm sin a
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This result is negative, which means that if the voltmeter is to read upscale,
its positive terminal must be connected to the cathode of the diode. From
Eq. (4-13) the dc diode voltage is seen to be equal to the negative of the dc
voltage across the load resistor. This result is evidently correct because the
sum of the dc voltages around the complete circuit must add up to zero.

The AC Current (Voltage) A root-mean-square ammeter (voltmeter) is
constructed so that the needle deflection indicates the effective, or rms, current
(voltage).' Such a “square-law” instrument may be of the thermocouple type.
By definition, the effective or rms value squared of a periodic function of time
is given by the area of one cycle of the curve, which represents the square of
the function, divided by the base. Expressed mathematically,

(4-15)

By use of Eqs. (4-9), it follows that

/rms =
(i f: im* sin2 “ da

J = if

Applying Eq. (4-15) to the sinusoidal input voltage, we obtain

= ZfL
V2

(4-16)

(4-17)

Most ac meters are of the rectifier type discussed in Sec. 4-9, instead of being
true rms reading instruments.

Regulation The variation of dc output voltage as a function of dc load
current is called regulation. The percentage regulation is defined as

% regulation
F,'° lon^~ Fload X 100% (4-18)

where no load refers to zero current and load indicates the normal load current.
For an ideal power supply the output voltage is independent of the load (the
output current) and the percentage regulation is zero.

The variation of Fdc with Idc for the half-wave rectifier is obtained as
follows: From Eqs. (4-12) and (4-10),

/dc " V - W+Rl <
4-19 )

Solving Eq. (4-19) for Fdc = /dc#/,, we obtain

Fdc = — — IdcRf
7T (4-20)

This result is consistent with the circuit model given in Fig. 4-18 for the
dc voltage and current. Note that the rectifier circuit functions as if it were
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Fig. 4-18 The Thevenin's model which

gives the dc voltage and current for a

power supply. For the half-wave circuit

of Fig. 4-16, V = Vm/w and R 0 = Rf .

For the full-wave circuit of Fig. 4-19,

V = 2VJir and R 0 = Rf . For the full-

wave rectifier with a capacitor filter (Sec.

4-10), V0 = Vm and R 0 = 1/4/C.

a constant (open-circuit) voltage source V = 7mA m series with an effective

internal resistance (thp output resistance) R0 = R/• This model shows that

7dc equals 7m/?r at no load and that the dc voltage decreases linearly with an

increase in dc output current. In practice, the resistance R a of the transformer

secondary is in series with the diode, and in Eq. (4-20) R a should be added to

Rf . The best method of estimating the diode resistance is to obtain a regula-

tion plot of 7dc versus Id

0

in the laboratory. The negative slope of the result-

ing straight line gives Rf + R a .

Thevenin’s Theorem This theorem states that any two-terminal linear

network may be replaced by a generator equal to the open-circuit voltage between

the terminals in series with the output impedance seen at this port. Clearly,

Fig. 4-18 represents a Thevenin’s model, and hence a rectifier behaves as a

linear circuit with respect to average current and voltage.

A Full-wave Rectifier The circuit of a full-wave rectifier is shown in

Fig. 4-19a. This circuit is seen to comprise two half-wave circuits so con-

nected that conduction takes place through one diode during one half of the

power cycle and through the other diode during the second half of the cycle.

The current to the load, which is the sum of these two currents, has the

form shown in Fig. 4-196. The dc and rms values of the load current and

voltage in such a system are readily found to be

(4-21)

where Im is given by Eq. (4-10) and Vm is the peak transformer secondary volt-

age from one end to the center tap. Note by comparing Eq. (4-21) with

Eq. (4-13) that the dc output voltage for the full-wave connection is twice

that for the half-wave circuit.

From Eqs. (4-10) and (4-21) we find that the dc output voltage varies

with current in the following manner:

Vdc
27,

7

r

— IdcR/ (4-22)
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Fig. 4-19 (a) A full-wave rectifier circuit, (b) The individual diode currents and

the load current i. The output voltage is v 0 = iRL .

This expression leads to Th6venin ,

s dc model of Fig. 4-18, except that the

internal (open-circuit) supply is V = 2Vm /iv instead of Vm/ir-

Peak Inverse Voltage For each rectifier circuit there is a maximum
voltage to which the diode can be subjected. This potential is called the peak

inverse voltage because it occurs during that part of the cycle when the diode

is nonconducting. From Fig. 4-16 it is clear that, for the half-wave rectifier,

the peak inverse voltage is Vm . We now show that, for a full-wave circuit,

twice this value is obtained. At the instant of time when the transformer

secondary voltage to midpoint is at its peak value Vm ,
diode D 1 is conducting

and D2 is nonconducting. If we apply KVL around the outside loop and

neglect the small voltage drop across D 1, we obtain 2Vm for the peak inverse

voltage across D2. Note that this result is obtained without reference to

the nature of the load, which can be a pure resistance R L or a combination

of Rl and some reactive elements which may be introduced to “filter” the

ripple. W'e conclude that, in a full-wave circuit
,
independently of the filter used,

the peak inverse voltage across each diode is twice the maximum transformer

voltage measured from midpoint to either end.

4-9 OTHER FULL-WAVE CIRCUITS

A variety of other rectifier circuits find extensive use. Among these are the

bridge circuit, several voltage-doubling circuits, and a number of voltage-
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multiplying circuits. The bridge circuit finds application not only for power
circuits, but also as a rectifying system in rectifier ac meters for use over a
fairly wide range of frequencies.

The Bridge Rectifier The essentials of the bridge circuit are shown in

Fig. 4-20. To understand the action of this circuit, it is necessary only to

note that two diodes conduct simultaneously. For example, during the por-

tion of the cycle when the transformer polarity is that indicated in Fig. 4-20,

diodes 1 and 3 are conducting, and current passes from the positive to the
negative end of the load. The conduction path is shown in the figure. During
the next half cycle, the transformer voltage reverses its polarity, and diodes
2 and 4 send current through the load in the same direction as during the

previous half cycle.

The principal features of the bridge circuit are the following: The cur-

rents drawn in both the primary and the secondary of the supply transformer
are sinusoidal, and therefore a smaller transformer may be used than for the

full-wave circuit of the same output; a transformer without a center tap is

used; and each diode has only transformer voltage across it on the inverse

cycle. The bridge circuit is thus suitable for high-voltage applications.

The Rectifier Meter This instrument, illustrated in Fig. 4-21, is essen-

tially a bridge-rectifier system, except that no transformer is required. Instead,

the voltage to be measured is applied through a multiplier resistor R to two
corners of the bridge, a dc milliammeter being used as an indicating instrument
across the other two corners. Since the dc milliammeter reads average values
of current, the meter scale is calibrated to give rms values when a sinusoidal
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Fig. 4-21 The rectifier voltmeter.

voltage is applied to the input terminals. As a result, this instrument will not

read correctly when used with waveforms which contain appreciable harmonics.

Voltage Multipliers A common voltage-doubling circuit which delivers

a dc voltage approximately equal to twice the transformer maximum voltage

at no load is shown in Fig. 4-22. This circuit is operated by alternately

charging each of the two capacitors to the transformer peak voltage Vm}

current being continually drained from the capacitors through the load. The
capacitors also act to smooth out the ripple in the output.

This circuit is characterized by poor regulation unless very large capacitors

are used. The inverse voltage across the diodes during the nonconducting

cycle is twice the transformer peak voltage. The action of this circuit will

be better understood after the capacitor filter is studied, in the following

section.

4-10 CAPACITOR FILTERS

Filtering is frequently effected by shunting the load with a capacitor. The
action of this system depends upon the fact that the capacitor stores energy

during the conduction period and delivers this energy to the load during the

inverse, or nonconducting, period. In this way, the time during which the

current passes through the load is prolonged, and the ripple is considerably

decreased. The ripple voltage is defined as the deviation of the load voltage

from its average or dc value.

Fig. 4-22 The bridge voltage-dou-

bling circuit. This is the single-phase

full-wave bridge circuit of Fig. 4-19

with two capacitors replacing two

diodes.
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Fig. 4-23 A half-wave

capacitor-filtered rectifier.

Consider the half-wave capacitive rectifier of Fig. 4-23. Suppose, first,

that the load resistance Rl — <x> . The capacitor will charge to the potential

Vmy the transformer maximum value. Further the capacitor will maintain
this potential, for no path exists by which this charge is permitted to leak

off, since the diode will not pass a negative current. The diode resistance is

infinite in the inverse direction, and no charge can flow during this portion of

the cycle. Consequently, the filtering action is perfect, and the capacitor
voltage v0 remains constant at its peak value, as is seen in Fig. 4-24.

The voltage v0 across the capacitor ib, of course, the same as the voltage
across the load resistor, since the two elements are in parallel. The diode
voltage v is given by

v = Vi -

v

0 (4-23)

We see from Fig. 4-24 that the diode voltage is always negative and that
the peak inverse voltage is twice the transformer maximum. Hence the
presence of the capacitor causes the peak inverse voltage to increase from a
value equal to the transformer maximum when no capacitor filter is used to

a value equal to twice the transformer maximum value when the filter is used.

Suppose, now, that the load resistor RL is finite. Without the capacitor
input filter, the load current and the load voltage during the conduction period
will be sinusoidal functions of time. The inclusion of a capacitor in the
circuit results in the capacitor charging in step with the applied voltage. Also,

the capacitor must discharge through the load resistor, since the diode will pre-
vent a current in the negative direction. Clearly, the diode acts as a switch
which permits charge to flow into the capacitor when the transformer voltage
exceeds the capacitor voltage, and then acts to disconnect the power source
when the transformer voltage falls below that of the capacitor.

vQ
Fig. 4-24 Voltages in a half-wave

capacitor-filtered rectifier at no

load. The output voltage v0 is a

constant, indicating perfect filtering.

The diode voltage v is negative for

all values of time, and the peak in-

verse voltage is 2Vm .
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The analysis now proceeds in two steps. First, the conditions during

conduction are considered, and then the situation when the diode is non-

conducting is investigated.

Diode Conducting If the diode drop is neglected, the transformer volt-

age is impressed directly across the load. Hence the output voltage is

v0 = Vm sin col. The question immediatelv arises: Over what interval of

time is this equation applicable? In other words, over what portion of each

cycle does the diode remain conducting? The point at which the diode starts

to conduct is called the cutin point, and that at which it stops conducting is

called the cutout point. The cutout time ti and the cutin time fa are indicated

in Fig. 4-25, where we observe that the output waveform consists of portions

of sinusoids (when the diode is on) joined to exponential segments (when the

diode is off).

We now calculate the cutout angle by finding the expression for the

diode current i and then noting when i = 0. When the diode conducts,

v0 = Vm sin cot and i is the sum of the load resistor current iL and the capacitor

current ic. Hence

i = = ^smo>t + «C7„ cos w< (4-24)
Kl ctt Kl

This current is of the form i = Im sin (cot + ^), where

Im = Vm
^jĵ 2 +

0)2^ 2
^ = arctan coCRL (4-25)

The cutout time fa is found by setting i = 0 at i = fa, which leads to

cot i = t —
-ft

(4-26)

for the cutout angle cofa in the first cycle. The diode current is indicated in

Fig. 4-25.

Equation (4-25) shows that the use of a large capacitance to improve the

filtering at a given load RL is accompanied by a high-peak diode current Im .

For a specified average load current, i becomes more peaked and the conduc-

Fig. 4-25 Theoretical sketch of

diode current i and output voltage

v 0 in a half-wave capacitor-filtered

rectifier.
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tion period decreases as C is made larger. It is to be emphasized that the
use of a capacitor filter may impose serious restrictions on the diode, since
the average current may be well within the current rating of the diode, and
yet the peak current may be excessive.

Diode Nonconducting In the interval between the cutout time l, and
the cutin time t 2 ,

the diode is effectively out of the circuit, and the capacitor
discharges through the load resistor with a time constant CRL . Thus the
capacitor voltage (equal to the load voltage) is

v0 = Ae~‘ICRL (4-27)

To determine the value of the constant A, note from Fig. 4-25 that at the
cutout time t — fa, v0 — v,- = Vm sin cot i. Equation (4-27) thus attains the
form

Vo = (Vm sin cot 1)e- (‘-‘‘>,CRL
(4-28)

_

Sinee h is known from Eq. (4-26), v0 can be plotted as a function of time.
This exponential curve is indicated in Fig. 4-25, and where it intersects the
curve Vm sin cot (in the following cycle) is the cutin point t 2 . The validity
of this statement follows from the fact that at an instant of time greater than t 2 ,

the transformer voltage v> (the sine curve) is greater than the capacitor voltage
va (the exponential curve). Since the diode voltage is v = v, - v„ then v will

be positive beyond t2 and the diode will become conducting. Thus l 2 is the
cutin point. No analytic expression can be given for t 2 ;

it must be found
graphically by the method outlined above.

Full-wave Circuit Consider a full-wave rectifier with a capacitor filter

obtained by placing a' capacitor C across RL in Fig. 4-19, The analysis of this
circuit requires a simple extension of that just made for the half-wave circuit.

If in Fig. 4-25 a dashed half-sinusoid is added between tt and 2?r, the result is

the dashed full-wave voltage in Fig. 4-26. The cutin point now lies between
tt and 2?r, where the exponential portion of v„ intersects this sinusoid. The
cutout point is the same as that found for the half-wave rectifier.

Fig. 4-26 The approximate load-voltage waveform v0 in a full-

wave capacitor-filtered rectifier.
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Approximate Analysis It is possible to obtain the dc output voltage for

given values of the parameters w, RL ,
C, and Vm from the graphical construc-

tion indicated in Fig. 4-25. Such an analysis is involved and tedious. Hence

we now present an approximate solution which is simple and yet sufficiently

accurate for most engineering applications.

We assume that the output-voltage waveform of a full-wave circuit with a

capacitor filter may be represented by the approximately piecewise linear

curve shown in Fig. 4-26. For large values of C (so that uCRl 1) we note

from Eqs. (4-25) and (4-26) that w/i —>ir/2 and v0 —> Vm at i = i\. Also,

with C very large, the exponential decay in Eq. (4-28) can be replaced by a

linear fall. If the total capacitor discharge voltage (the ripple voltage) is

denoted by Vr ,
then from Fig. 4-26, the average value of the voltage is

approximately

vdc = Vm -
V
2

r
(4-29)

It is necessary, however, to express Vr as a function of the load current

and the capacitance. If T 2 represents the total nonconducting time, the

capacitor, when discharging at the constant rate 7d C ,
will lose an amount of

charge 7dcT 2 . . Hence the change in capacitor voltage is 7dcT 2/C
r

,
or

VT
7d C7

,

2

C
(4-30)

The better the filtering action, the smaller will be the conduction time T i and

the closer T 2 will approach the time of half a cycle. Hence we assume that

T 2 = T/2 = 1/2/, where / is the fundamental power-line frequency. Then

F, -^ <MD

and from Eq. (4-29),

Fd0 = vm - ^ (4-32)

This result is consistent with Thevenin’s model of Fig. 4-18, with the open-

circuit voltage V = Vm and the effective output resistance R 0 — 1/4fC.

The ripple is seen to vary directly with the load current Idc and also

inversely with the capacitance. Hence, to keep the ripple low and to ensure

good regulation, very large capacitances (of the order of tens of microfarads)

must be used. The most common type of capacitor for this rectifier applica-

tion is the electrolytic capacitor. These capacitors are polarized, and care

must be taken to insert them into the circuit with the terminal marked + to

the positive side of the output.

The desirable features of rectifiers employing capacitor input filters are

the small ripple and the high voltage at light load. The no-load voltage is

equal, theoretically, to the maximum transformer voltage. The disadvantages
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of this system are the relatively poor regulation, the high ripple at large loads,
and the peaked currents that the diodes must pass.

An approximate analysis similar to that given above applied to the half-
wave circuit shows that the ripple, and. also the drop from no load to a given
load, are double the values calculated for the full-wave rectifier.

4-11 ADDITIONAL DIODE CIRCUITS

Many applications depend upon the semiconductor diode besides those already
considered in this chapter. We mention four others below.

Peak Detector The half-wave capacitor-filtered rectifier circuit of Fig.
4-23 may be used to measure the peak value of an input waveform. Thus,
for Rl = 00

,
the capacitor charges to the maximum value Fmox of vit the

diode becomes nonconducting, and va remains at Fmox (assuming an ideal
capacitor with no leakage resistance shunting C). Refer to Fig. 4-24, where
Vmax “ Vm - the peak value of the input sinusoid. Improved peak detector
circuits are given in Sec. 16-13.

In an AM radio the amplitude of the high-frequency wave (called the
carrier) is varied in accordance with the audio information to be transmitted.
This process is called amplitude modulation, and such an AM waveform is

illustrated in Fig. 4-27. The audio information is contained in the envelope
(the locus, shown dashed, of the peak: values) of the modulated waveform.
The process of extracting the audio signal is called detection, or demodulation .

If the input to Fig. 4-23 is the AM waveform shown in Fig. 4-27, the output
v0 is the heavy-weight curve, provided that the time constant RLC is chosen
properly

;
that is, RlC must be small enough so that, when the envelope decreases

in magnitude, the voltage across C can fall fast enough to keep in step with
the envelope, but RlC must not be so small as to introduce excessive ripple.
The order of magnitude of the frequency of an AM radio carrier is 1,000 kHz,
and the audio spectrum extends from about 20 Hz to 20 kHz. Hence there
should be at least 50 cycles of the carrier waveform for each audio cycle. If
Fig. 4-27 were drawn more realistically (with a much higher ratio of carrier to
audio frequency), then clearly, the ripple amplitude of the demodulated signal

Fig. 4-27 An amplitude-modulated wave
and the detected audio signal. (For ease

of drawing, the carrier waveform is indi-

cated triangular instead of sinusoidal and

of much lower frequency than it really is,

relative to the audio frequency.)
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Fig. 4-28 (a) A circuit which clamps to the voltage VR , (fc>) The

output voltage v Q for a sinusoidal input vit

would be very much smaller. This low-amplitude high-frequency ripple in v0

is easily filtered so that the smoothed detected waveform is an excellent repro-

duction of the audio signal. The capacitor-rectifier circuit of Fig. 4-23 there-

fore also acts as an envelope demodulator.

A Clamping Circuit A function which must be frequently performed with

a periodic waveform is the establishment of the recurrent positive or negative

extremity at some constant reference level VR . Such a clamping circuit is

indicated in Fig. 4-28a. Assuming an ideal diode, the drop across the device

is zero in the forward direction. Hence the output cannot rise above VR

and is said to be clamped to this level. If the input is sinusoidal with a peak

value Vm and an average value of zero, then, as indicated in Fig. 4-286, the

output is sinusoidal, with an average value of VR — Vm . This waveform is

obtained subject to the following conditions: the diode parameters are Rf — 0,

Rr = oo, and Vy = 0; the source impedance R s = 0; and the time constant

RC is much larger than the period of the signal. In practice these restrictions

are not completely satisfied and the clamping is not perfect; the output voltage

rises slightly above V R ,
and the waveshape is a somewhat distorted version of

the input. 3

Digital-computer Circuits Since the diode is a binary device existing in

either the on or off state for a given interval of time, it is a very usual com-

ponent in digital-computer applications. Such so-called “logic” circuits are

discussed in Chap. 6 in conjunction with transistor binary applications.

Avalanche-diode Regulator The basic circuit used to decrease voltage

variations across a load due to variations in output current or supply voltage

is given in Fig. 3-17 and discussed in Sec. 3-11.
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REVIEW QUESTIONS

4-1 Explain how to obtain the dynamic characteristic from the static volt-

ampere curve of a diode.

4-2 You are given the V-I output characteristic in graphical form of a new
device, (a) Sketch the circuit using this device which will require a load-line construc-

tion to determine i and v. (b) Is the load line vertical, horizontal, at 135° or 45° for

infinite load resistance? (c) For zero load resistance?

4-3 (a) Draw the piecewise linear volt-ampere characteristic of a p-n diode.

(b) What is the circuit model for the on state? (c) The off state?

4-4 Consider a circuit consisting of a diode D, a resistance R, and a signal source

Vi in series. Define (a) static characteristic; (b) dynamic characteristic; (c) transfer
,
or

transmission
,
characteristic, (d) What is the correlation between (b) and (c)?

4-5 Consider the circuit of Rev. 4-4 using a silicon diode and a 100-tt resistance,

(a) Plot approximately the dynamic curve, (b) If the input is i;,*
= — 1 + A sin col,

plot the current waveform for A = 1.5, 2.0, and 5.0 V.

4-6 For the circuit of Rev. 4-4, Vi — Vm sin o)l. If the diode is represented by its

piecewise linear model, find the current as a function of time and plot.

4-7 What is meant by break region of a diode?

4-8 In analyzing a circuit containing several diodes by the piecewise linear

method, you assume (guess) that certain of the diodes are on and others are off.

Explain carefully how you determine whether or not the assumed state of each diode is

correct.

4-9 Consider a series circuit consisting of a diode D
}
a resistance R

}
a reference

battery VR} and an input signal The output is taken across R and VR in series.

Draw the transfer characteristic if the anode of D is connected to the positive terminal
of the battery. Use the piecewise linear diode model.

4-10 Repeat Rev. 4-9 with the anode of D connected to the negative terminal of

the battery.

4-11 If Vi is sinusoidal and D is ideal (with Rf = 0, Vy - 0, and Rr = °o)
}
find

the output waveforms in (a) Rev. 4-9 and (b) Rev. 4-10.

4-12 Sketch the circuit of a double-ended dipper using ideal p-n diodes which
limit the output between ± 10 V.

4-13 Repeat Rev. 4-12 using avalanche diodes.

4-14 (a) What is a comparator circuit? (b) How does such a circuit differ from a
clipping circuit?

4-15 (a) What is a sampling gate? (b) Sketch the circuit of a four-diode sampling
gate.

,4-16 Define in words and as an equation (a) dc current Ide ;
(b) dc voltage 7dc ;

(c) ac current /rma .

4-17 (a) Sketch the circuit for a full-wave rectifier, (b) Derive the expression

for (1) the dc current; (2) the dc load voltage; (3) the dc diode voltage; (4) the rms
current.
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4-18 (a) Define regulation. (b) Derive the regulation equation for a full-wave

circuit.

4-19 Draw the ThSvenin's model for a full-wave rectifier.

4-20 (a) Define peak inverse voltage. (b ) What is the peak inverse voltage for a

full-wave circuit using ideal diodes? (c) Repeat part b for a half-wave rectifier.

4-21 Sketch the circuit of a bridge rectifier and explain its operation.

4-22 Repeat Rev. 4-21 for a rectifier meter circuit.

4-23 Repeat Rev. 4-21 for a voltage multiplier.

4-24 (a) Draw the circuit of a half-wave capacitive rectifier. (6) At no load

draw the steady-state voltage across the capacitor and also across the diode.

4-25 (a) Draw the circuit of a full-wave capacitive rectifier, (b) Draw the output

voltage under load. Indicate over what period of time the diode conducts. Make no

calculations, (c) Indicate the diode current waveform superimposed upon the output,

waveform.

4-26 For the circuit of Rev. 4-25, derive the expression for (a) the diode current;

(b) the cutout angle, (c) How is the cutin angle found?

4-27 (a) Consider a full-wave capacitor rectifier using a large capacitance C.

Sketch the approximate output waveform, (b) Derive the expression for the peak

ripple voltage, (c) Derive the ThSvenin’s model for this rectifier.

4-28 For a full-wave capacitor rectifier circuit, list (a) two advantages; (b) three

disadvantages.

4-29 Describe (a) amplitude modulation and (6) detection.



TRANSISTOR CHARACTERISTICS

The physical behavior of a semiconductor triode, called a bipolar
junction transistor (BJT), is given. The volt-ampere characteristics
of this device are studied. It is demonstrated that the transistor is

capable of producing amplification. Analytical expressions relating
the transistor currents with the junction voltages are indicated. Typi-
cal voltage values are given, for the several possible modes of operation.

5-1 THE JUNCTION TRANSISTOR 1

A junction transistor consists of a silicon (or germanium) crystal in
which a layer of n-type silicon is sandwiched between two layers of
P-type silicon. Alternatively, a transistor may consist of a layer of
p-type between two layers of n-type material. In the former case
the transistor is referred to as a p-n-p transistor, and in the latter case,
as an n-p-n transistor. The semiconductor sandwich is extremely
small, and is hermetically sealed against moisture inside a metal or
plastic ease. Manufacturing techniques and constructional details for
several transistor types are described in Sec. 5-4.

The two types of transistor are represented in Fig. 5-la, The
representations employed when transistors are used as circuit elements
are shown in Fig. 5-16. The three portions of a transistor are known
as emitter

,
base, and collector. The arrow on the emitter lead specifies

the direction of current flow when the emitter-base junction is biased
in the forward direction. In both cases, however, the emitter, base,
and collector currents, Ig, IB ,

and Ic
,
respectively, are assumed posi-

tive when the currents flow into the transistor. The symbols Vbb
}

Vcb, and VCe are the emitter-base, collector-base, and collector-emitter
voltages, respectively. (More specifically, Veb represents the voltage
drop from emitter to base.)

118
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p-n-p type (

b

) n-p-n type

Fig. 5-1 (a) A p-n-p and an n-p-n transistor. The emitter (col-

lector) junction is Je{Jc)* (b) Circuit representation of the two

transistor types.

Open-circuited Transistor If no external biasing voltages are applied,

all transistor currents must be zero. The potential barriers at the junctions

adjust to the contact difference of potential V0—given in Eq. (2-.63) (a few

tenths of a volt)—required so that no free carriers cross each junction. If we
assume a completely symmetrical junction (emitter and collector regions hav-

ing identical physical dimensions and doping concentrations), the barrier height

is identical at the emitter junction JE and at the collector junction Jc
7
as

indicated in Fig. 5-2a. The narrow space-charge regions at the junctions have

been neglected.

Under open-circuited conditions, the minority concentration is constant

within each section and is equal to its thermal-equilibrium value, npo in the

p-type emitter and collector regions and pn0 in the n-type base, as shown in

Fig. 5-26. Since the transistor may be looked upon as a p-n diode followed by

an n-p diode, much of the theory developed in the preceding chapters for the

junction diode will be used to explain the physical behavior of the transistor,

Potential, V

p-type y n-type p-type

emitter
° base collector

(a)

Minority-carrier
concentration

(p-type) JE (n-type) Jc (p-type)

(b)

Fig. 5-2 (a) The potential and (b) the minority-carrier density in each section

of an open-circuited symmetrical p-n-p transistor.
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when voltages are applied so as to disturb it from the equilibrium situation

pictured in Fig. 5-2.

The Transistor Biased in the Active Region We may now begin to

appreciate the essential features of a transistor as ail active circuit element by
considering the situation depicted in Fig. 5-3a. Here a p-n-p transistor is

shown with voltage sources which serve to bias the emitter-base junction in

the forward direction and the collector-base junction in the reverse direction.

The potential variation through the biased transistor is indicated in Fig. 5-36.

The dashed curve applies to the ease before the application of external biasing

voltages (Fig. 5-2a), and the solid curve to the case after the biasing voltages

are applied. The externally applied voltages appear, essentially, across the

junctions. Hence, as shown in Fig. 5-36, the forward biasing of the emitter

junction lowers the emitter-base potential barrier by
\

VEb\, whereas the reverse

biasing of the collector junction increases the collector-base potential barrier

by
|

Vcb
|

* The lowering of the emitter-base barrier permits minority-carrier

injection; that is, holes are injected into the base, and electrons are injected

into the emitter region. The excess holes diffuse across the n-type base,

V
-*Base width Wg-

+ }
Emitter
junction
barrier

V„ - IVffl l

Collector <

junction
barrier

Va + IVcbI

|Veb|
1

"V"

J

p-type
emitter

n-type
base

p-type
collector

Je JC

(6 )

Minority-carrier
concentration

Fig. 5-3 (a) A p-n-p transistor biased in the active region (the emitter is for-

ward-biased and the collector is reverse-biased), (b) The potential variation

through the transistor. The narrow depletion regions at the junctions are negligi-

bly small, (c) The minority-carrier concentration in each section of the tran-

sistor. It is assumed that the emitter is much more heavily doped than the base.
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where the electric field intensity S is zero, to the collector junction. At Jc
the field is positive and large (S = — dV/dxy> 0), and hence holes are accel-

erated across this junction. In other words, the holes which reach Jc fall

down the potential barrier, and are therefore collected by the collector. Since

the applied potential across Jc is negative, then from the law' of the junction,

Eq. (3-4), pn is reduced to zero at the collector as shown in Fig. 5-3c. Simi-

larly, the reverse collector-junction bias reduces the collector electron density

np to zero at Jc . The minority-carrier-density curves pictured in Fig. 5-3c

should be compared with the corresponding concentration plots for the for-

ward- and reverse-biased p-n junction given in Fig. 3-14.

5-2 TRANSISTOR CURRENT COMPONENTS

In Fig. 5-4 we show the various current components which flow across the

forward-biased emitter junction and the reverse-biased collector junction.

The emitter current Ie consists of hole current Ipe (holes crossing from emitter

into base) and electron current Iue (electrons crossing from base into the

emitter). The ratio of hole to electron currents, Ipe/Iue ,
crossing the emitter

junction is proportional to the ratio of the conductivity of the p material

to that of the n material. In a commercial transistor the doping of the

emitter is made much larger than the doping of the base. This feature ensures

(in a p-n-p transistor) that the emitter current consists almost entirely of holes.

JE JC

Fig. 5-4 Transistor current components for a forward-biased emitter junction

and a reversed-biased collector junction. If a current has a subscript pin), it

consists of holes (electrons) moving in the same (opposite) direction as the

arrow indicating the current direction.
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Such a situation is desirable since the current which results from electrons

crossing the emitter junction from base to emitter does, not contribute carriers

which can reach the collector.

We assume low-level injection, and hence (Sec. 2-11) the minority current
Ipe is the hole diffusion current into base and its magnitude is proportional to

the slope at JE of the pn curve [Eq. (2-36)]. Similarly, InB is the electron

diffusion current into the emitter, and its magnitude is proportional to the
slope at JE of the np curve. Note that IpE and InE correspond to the minority-
carrier diffusion currents Ipn (0) and Inp (0), respectively, in Fig. 3-4 for the
currents crossing a p-n junction. Just as the total current crossing the junc-
tion in Fig. 3-4 is I = Ipn (0) + IJip(Q) }

so the total emitter current in Fig. 5-4 is

Ie = IpE + InE (5-1)

All currents in this equation are positive for a p-n-p transistor.

Not all the holes crossing the emitter junction JB reach the collector

junction Jc ,
because some of them combine with the electrons in the n-type

base. In Fig. 5-4, let IpC i represent the hole current at Jc as a result of holes

crossing the base from the emitter. Hence there must be a bulk recombination
hole current IpE — IPci leaving the base, as indicated in Fig. 5-4 (actually,

electrons enter the base region from the external circuit through the base lead

to supply those charges which have been lost by recombination with the holes

injected into the base across JE),

Consider, for the moment, an open-circuited emitter, while the collector

junction remains reverse-biased. Then Ic must equal the reverse saturation
current Ico of the back-biased diode at J c- This reverse current consists of

two components, as shown in Fig. 5-4, InC0 consisting of electrons moving
from the p to the n region across Jc and a term, Ipcoi resulting from holes
crossing from n to p across Jc .

“ Ico =* InCO + IpCO (5-2)

(The minus sign is chosen arbitrarily so that Ic and ICo will have the same
sign.)

Since IB = 0 under open-circuit conditions, no holes are injected across

JB) and hence none can reach Jc from the emitter. Clearly, IpCo results

from the small concentration of holes generated thermally within the base.

Now let us return to the situation depicted in Fig. 5-4, where the emitter
is forward-biased so that

Ic = Ico — Ipci = Ico — Oils (5-3)

where a is defined as the fraction of the total emitter current [given in Eq.
(5-1)] which represents holes which have traveled from the emitter across the
base to the collector. For a p-n-p transistor, IE is positive and both Ic and
Ico are negative, which means that the current in the collector lead is in the
direction opposite to that indicated by the arrow of Ic in Fig. 5-4. For an
n-p-n transistor these currents are reversed.
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The electron current crossing. Jc is InC0 and represents electrons diffusing
from the collector into the base (and hence a positive current from the base
into the collector), and its magnitude is proportional to the slope at Jc of the
Up distribution in Fig. 5-3c. The total diffusion hole current crossing Jc
from the base is

IPc = IPc 1 + Ipco (5-4)

and its magnitude is proportional to the slope at Jc of the pn distribution in
Fig. 5-3c.

Large-signal Current Gain a From Eq. (5-3) it follows that a may be
defined as the ratio of the negative of the collector-current increment from
cutoff (Ic = Ico) to the emitter-current change from cutoff (IE = 0), or

Ic — Ico

Ib — 0 (5-5)

Alpha is called the large-signal current gain of a common-base transistor.

Since Ic and IE have opposite signs (for either a p-n-p or an n-p-n transistor),

then a, as defined, is always positive. Typical numerical values of a lie in
the range 0.90 to 0.995. It should be pointed out that a is not a constant,
but varies with emitter current IE) collector voltage VCb, and temperature.

A Generalized Transistor Equation Equation (5-3) is valid only in the
active region

,
that is, if the emitter is forward-biased and the collector is

reverse-biased. For this mode of operation the collector current is essentially

independent of collector voltage and depends only upon the emitter current.
Suppose now that we seek to generalize Eq. (5-3) so that it may apply not only
when the collector junction is substantially reverse-biased, but also for any
voltage across J <?. To achieve this generalization we need only replace Ico by
the current in a p-n diode (that consisting of the base and collector regions).
This current is given by the volt-ampere relationship of Eq. (3-7), with I0

replaced by —Ico and V by Vc, where the symbol Vc represents the drop
across J

c

from the p to the n side. The complete expression for Ic for any
Vc and IE is

Ic = -oJE + Icoil - €
yctVr)

(5-6)

Note that if Vc is negative and has a magnitude large compared with Vt>
Eq. (5-6) reduces to Eq. (5-3). The physical interpretation of Eq. (5-6) is

that the p-n junction diode current crossing the collector junction is aug-
mented by the fraction a of the current IE flowing in the emitter. This
relationship is derived in Sec. 19-14 by evaluating quantitatively the various
current components introduced above.

The similarity between Eq. (5-6) and Eq. (3-34) for the photodiode should
be noted. Both equations represent the volt-ampere characteristics of a
reverse-biased diode (with reverse saturation current I0 = Ico ) subjected to
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external excitation. In the case of the photodiode, the external stimulus is

radiation, which injects minority carriers into the semiconductor, resulting in

the current Ia . This component of current, which is proportional to the light

intensity, augments the current from the simple p-n junction diode. Similarly,

for the transistor, the collector-base diode current is increased by the term
— <xIE ,

which is proportional to the “external excitation,” namely, the emitter

current resulting from the voltage applied between emitter and base.

5-3 THE TRANSISTOR AS AN AMPLIFIER

A load resistor RL is in series with the collector supply voltage Vcc of Fig.

5-3a. A small voltage change A Vi between emitter and base causes a rela-

tively large emitter-current change AlE . We define by the symbol a that

fraction of this current change which is collected and passes through RL ,
or

Ale = a AlE • The change in output voltage across the load resistor

AVl,
= — Rj, Ale = — (x'RlAIe

may be many times the change in input voltage A Vi. Under these circum-

stances, the voltage amplification A = AVl/A Vi will be greater than unity,

and the transistor acts as an amplifier. If the dynamic resistance of the

emitter junction is re ,
then A Vi = rt A

I

E ,
and

Am- “++ = -^ (5-7)
re Ale rc

From Eq. (3-14), rc = 26/Ie, where IE is the quiescent emitter current in milli-

amperes. For example, if rc = 40 S2, a = —1, and RL = 3,000 S2, A = +75.

This calculation is oversimplified, but in essence it is correct and gives a physi-

cal explanation of why the transistor acts as an amplifier. The transistor pro-

vides power gain as well as voltage or current amplification. From the fore-

going explanation it is clear that current in the low-resistance input circuit is

transferred to the high-resistance output circuit. The word “transistor,”

which originated as a contraction of “transfer resistor,” is based upon the

above physical picture of the device.

The Parameter a The parameter a! introduced above is defined as the

ratio of the change in the collector current to the change in the emitter current

at constant collector-to-base voltage and is called the negative of the small-signal

short-circuit current transfer ratio, or gain. More specifically,

a
Ale

AIe \y cb

(5-8)

On the assumption that a is independent of Ie, then from Eq. (5-3) it follows

that a = —a.
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5-4 TRANSISTOR CONSTRUCTION

Four basic techniques have been developed for the manufacture of diodes,

transistors, and other semiconductor devices. Consequently, such devices

may be classified 2 -
3 into one of the following types: grown, alloy, diffusion, or

epitaxial.

Grown Type The n-p-n grown-j unction transistor is illustrated in Fig.

5-5a. It is made by drawing a single crystal from a melt of silicon or ger-

manium whose impurity concentration is changed during the crystal-drawing

operation by adding n- or p-type atoms as required.

Alloy Type This technique, also called the fused construction, is illus-

trated in Fig. 5-5 for a p-n-p transistor. The center (base) section is a thin

wafer of n-type material. Two small dots of indium are attached to opposite

sides of the wafer, and the whole structure is raised for a short time to a high

temperature, above the melting point of indium but below that of germanium.
The indium dissolves the germanium beneath it and forms a saturation solu-

tion. On cooling, the germanium in contact with the base material recrystal-

lizes, with enough indium concentration to change it from n to p type. The
collector is made larger than the emitter, so that the collector subtends a large

angle as viewed from the emitter. Because of this geometrical arrangement,
very little emitter current follows a diffusion path which carries it to the base
rather than to the collector.

Diffusion Type This technique consists of subjecting a semiconductor
wafer to gaseous diffusions of both n- and p-type impurities to form both the

emitter and the collector junctions. A planar silicon transistor of the diffusion

Fig. 5-5 Construction of transistors, (a) Grown, (b) alloy, and (c)

diffused planar types. (The dimensions are approximate, and the

figures are not drawn to scale.)
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type is illustrated in Fig. 5-5c. In this process (described in greater detail in

Chap. 7 on integrated-circuit fabrication), the base-collector junction area is

determined by a diffusion mask. The emitter is then diffused on the base

through a different mask. A thin layer of silicon dioxide is grown over the

entire surface and photoetched, so that aluminum contacts can be made for

the emitter and base leads (Fig. 5-5c). Because of the passivating action of

this oxide layer, most surface problems are avoided and very low leakage

currents result. There is also an improvement in the current gain at low

currents and in the noise figure.

Epitaxial Type The epitaxial technique (Sec. 7-2) consists of growing

a very thin, high-purity, single-crystal layer of silicon or germanium on a

heavily doped substrate of the same material. This augmented crystal forms

the collector on which the base and emitter may be diffused (Fig. 7-6).

The foregoing techniques may be combined to form a large number of

methods for constructing transistors. For example, there are diffused-alloy

types, groiun-diffused devices, alloy-emitter-epitaxial-base transistors, etc. The
special features of transistors of importance at high frequencies are discussed

in Chap. 11. The volt-ampere characteristics at low frequencies of all types

of junction transistors are essentially the same, and the discussion to follow

applies to them all.

Finally, because of its historical significance, let us mention the first type

of transistor to be invented. This device consists of two sharply pointed

tungsten wires pressed against a semiconductor wafer. However, the relia-

bility and reproducibility of such point-contact transistors are very poor, and

as a result these transistors are no longer of practical importance.

5-5 THE COMMON-BASE CONFIGURATION

In Fig. 5-3o, a p-n-p transistor is shown in a grounded-base configuration. This

circuit is also referred to as a common-base
,
or CB, configuration, since the base

is common to the input and output circuits. For a p-n-p transistor the largest

current components are due to holes. Since holes flow from the emitter to the

collector and down toward ground out of the base terminal, then, referring to

the polarity conventions of Fig. 5-1, we see that Ie is positive, Ic is negative,

and Is is negative. For a forward-biased emitter junction, Veb is positive,

and for a reverse-biased collector junction, Ycb is negative. For an n-p-n

transistor all current and voltage polarities are the negative of those for a

p-n-p transistor.

From Eq. (5-6) we see that the output (collector) current Ic is completely

determined by the input (emitter) current Ie and the output (collector-to-base)

voltage Ycb = Yc • This output relationship may be written in implicit form

as

Ic — <f>2(YcB, Ie)

(This equation is read u
Ic is some function t/> 2 of Ycb and Ie-”)

(5-9)
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Fig. 5-6 Typical common-

base output characteristics

of a p-n-p transistor. The

cutoff, active, and saturation

regions are indicated.

Note the expanded voltage

scale in the saturation

region.

Saturation

Similarly, if we continue to choose Vcb and Ie as independent variables,
the input (emitter-to-base) voltage Veb is completely determined from these
two variables. In implicit form the input characteristic is given by

Veb = <f>i(VCB, Ie) (5-10)

The relation of Eq. (5-9) is given in Fig. 5-6 for a typical p-n-p germanium
transistor and is a plot of collector current Ic versus collector-to-base voltage
drop Vcb, with emitter current IE as a parameter. The curves of Fig. 5-6
are known as the output

,
or collector

,
static characteristics . The relation of

Eq. (5-10) is given in Fig. 5-7 for the same transistor, and is a plot of emitter-
to-base voltage Veb versus emitter current Ie, with collector-to-base voltage
Vcb as a parameter. This set of curves is referred to as the input

,

or emitter
,

static characteristics . We digress now to discuss a phenomenon which is used
to account for the shapes of the transistor characteristics.

Fig. 5-7 Common-base input

characteristics of a typical

p-n-p germanium junction

transistor.
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The Early Effect, or Base-width Modulation 4 In Fig. 5-3 the narrow

space-charge regions in the neighborhood of the junctions are neglected.

This restriction is now to be removed. From Eq. (3-21) we note that the

width W of the depletion region of a diode increases with the magnitude of

the reverse voltage. Since the emitter junction is forward-biased but the

collector junction is reverse-biased in the active region, then in Fig. 5-8 the

barrier width at is negligible compared with the space-charge with W at Jc-

The transition region at a junction, is the region of uncovered charges

on both sides of the junction at the positions occupied by the impurity atoms.

As the voltage applied across the junction increases, the transition region

penetrates deeper into the collector and base. Because neutrality of charge

must be maintained, the number of uncovered charges on each side remains

equal. Since the doping in the base is ordinarily substantially smaller than

that of the collector, the penetration of the transition region into the base is

much larger than into the collector. Hence the collector depletion region is

neglected in Fig. 5-S, and all the immobile charge is indicated in the base region.

If the metallurgical base width is WB} then the effective electrical base

width is WB = Wn — W. This modulation of the effective base width by

the collector voltage is known as the Early effect. The decrease in WB with

increasing reverse collector voltage has three consequences: First, there is less'

chance for recombination within the base region. Hence a increases with

increasing
\
Vcb\- Second, the concentration gradient of minority carriers p n

is increased within the base, as indicated in Fig. 5-86. Note that pn becomes

Fig. 5-8 (a) The potential variation through a p-n-p tran-

sistor. The space-charge width W at the collector junction

increases, and hence the effective base width WB decreases

with increasing \VC b\. (Compare with Fig. 5-3.) (b) The

injected minority-carrier charge density within the base.
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zero at the distance d (between WB and WB ), where the potential with respect
to the base falls below V0 . At this distance the effective applied potential
becomes negative, and the law of the junction, Eq. (3-4), yields pn = 0.

Since the hole current injected across the emitter is proportional to the gradient
of pn at JE ,

then IE increases with increasing reverse collector voltage. Third,
for extremely large voltages, WB may be reduced to zero, as in Fig. 5-24,

causing voltage breakdown in the transistor. This phenomenon of punch-
through is discussed further in Sec. 5-13.

The Input Characteristics A qualitative understanding of the form of

the input and output characteristics is not difficult if we consider the fact that
the transistor consists of two diodes placed in series “back to back” (with the
two cathodes connected together). In the active region the input diode
(emitter-to-base) is biased in the forward direction. The input characteristics

of Fig. 5-7 represent simply the forward characteristic of the emitter-to-base
diode for various collector voltages. A noteworthy feature of the input char-

acteristics is that there exists a cutin, offset ,
or threshold

,
voltage Vy below

which the emitter current is very small. In general, V7 is approximately 0.1 V
for germanium transistors (Fig. 5-7) and 0.5 V for silicon.

The shape of the input characteristics can be understood if we consider
the fact that an increase in magnitude of collector voltage will, by the Early
effect, cause the emitter current to increase, with Veb held constant. Thus
the curves shift downward as

\

VCb\ increases, as noted in Fig. 5-7. The curve
with the collector open represents the characteristic of the forward-biased
emitter' diode.

The Output Characteristics Note, as in Fig. 5-6, that it is customary
to plot along the abscissa and to the right that polarity of VCB which reverse-

biases the collector junction even if this polarity is negative. If IE = 0, the
collector current is Ic = Ico- For other values of IE} the output-diode reverse

current is augmented by the fraction of the input-diode forward current which
reaches the collector. Note also that Ic and Ico are negative for a p-n-p
transistor and positive for an n-p-n transistor.

Active Region In this region the collector junction is biased in the reverse

direction and the emitter junction in the forward direction. Consider first that
the emitter current is zero. Then the collector current is small and equals
the reverse saturation current ICo (microamperes for germanium and nano-
amperes for silicon) of the collector junction considered as a diode. Suppose
now that a forward emitter current IE is caused to flow in the emitter circuit.

Then a fraction — aIE of this current will reach the collector, and Ic is therefore

given by Eq. (5-3). In the active region, the collector current is essentially

independent of collector voltage and depends only upon the emitter current.

However, because of the Early effect, we note in Fig. 5-6 that there actually is

a small (perhaps 0.5 percent) increase in \IC
\

with |yCB |. Because a is less
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than, but almost equal to, unity, the magnitude of the collector current is

(slightly) less than that of the emitter current.

Saturation Region The region to the left of the ordinate, Vcb = 0, and

above the IE = 0 characteristics, in which both emitter and collector junctions

are forward-biased
,
is called the saturation region. We say that “bottoming”

has taken place because the voltage has fallen near the bottom of the charac-

teristic where Vcb ~ 0. Actually, Vcb is slightly positive (for a p-n-p tran-

sistor) in this region, and this forward biasing of the collector accounts for the

large change in collector current with small changes in collector voltage. For
a forward bias, Ic increases exponentially with voltage according to the diode

relationship [Eq. (3-9)]. A forward bias means that the collector p material

is made positive with respect to the base n side, and hence that hole current

flows from the p side across the collector junction to the n material. This

hole flow corresponds to a positive change in collector current. Hence the

collector current increases rapidly, and as indicated in Fig. 5-6, Ic may even

become positive if the forward bias is sufficiently large.

Cutoff Region The characteristic for IE = 0 passes through the origin,

but is otherwise similar to the other characteristics. This characteristic is

not coincident with the voltage axis, though the separation is difficult to show
because Ico is only a few nanoamperes or microamperes. The region below

the IE ~ 0 characteristic, for which the emitter and collector junctions are both

reverse-biased
,

is referred to as the cutoff region. The temperature character-

istics of Ico are discussed in Sec. 5-7.

5-6 THE COMMON-EMITTER CONFIGURATION

Most transistor circuits have the emitter, rather than the base, as the terminal

common to both input and output. Such a common-emitter (CE), or grounded-

emitter
,
configuration is indicated in Fig. 5-9. In the common-emitter (as in

the common-base) configuration, the input current and the output voltage

are taken as the independent variables, whereas the input voltage and output

C

Fig. 5-9 A transistor common-emitter con-

figuration. The symbol Vcc is a positive

number representing the magnitude of the

supply voltage.
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current are the dependent variables. We may write

ybe = fi(VcE, Ib
) (5-1 1)

Ic —f2(VcEt In)
(5-12)

Equation (5-11) describes the family of input characteristic curves, and
Eq. (5-12) describes the family of output characteristic curves. Typical out-
put a,nd input characteristic curves for a p-n-p junction germanium transistor
are given in Figs. 5-10 and 5-11, respectively. In Fig. 5-10 the abscissa is the
collector-to-emitter voltage Vce, the ordinate is the collector current Ic ,

and
the curves are given for various values of base current IB . For a fixed value
of IB ,

the collector current is not a very sensitive value of VCE . However
the slopes of the curves of Fig. 5-10 are larger than in the common-base charac-
teristics of Fig. 5-6. Observe also that the base current is much smaller than
the emitter current.

The locus of all points at which the collector dissipation is 150 mff is indi-
cated in Fig. 5-10 by a solid line Pc = 150 mW. This curve is the hyperbola
Pc - VcbIc « VceIc = constant. To the right of this curve the rated col-
lector dissipation is exceeded. In Fig. 5-10 we have selected RL = 500 12 and
a supply Vac = 10 V and have superimposed the corresponding load line
on the output characteristics. The method of constructing a load line is
identical with that explained in Sec. 4-2 in connection with a diode.

The Input Characteristics In Fig. 5-11 the abscissa is the base current IB ,

the ordinate is the base-to-emitter voltage VBe, and the curves are given for
various values of collector-to-emitter voltage VCE . We observe that, with the
collector shorted to the emitter and the emitter forward-biased, the input char-
acteristic is essentially that of a forward-biased diode. If VBE becomes zero,
then Ib will be zero, since under these conditions both emitter and collector
junctions will be short-circuited. In general, increasing

|

VCE
\
with constant

Fig. 5-10 Typical common-emitter

output characteristics of a p-n-p

germanium junction transistor. A
load line corresponding to Vce ~
10 V and RL = 500 12 is superim-

posed. (Courtesy of Texas Instru-

ments, Inc.)

Collector-emitter voltage VCE , V
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Fig. 5-11 Typical common-emitter input

characteristics of the p-n-p germanium junc-

tion transistor of Fig. 5-10.

Vbe causes a decrease in base width W'B (Fig. 5-8) and results in a decreasing

recombination base current. These considerations account for the shape of

input characteristics shown in Fig. 5-11.

The input characteristics for silicon transistors are similar in form to those

in Fig. 5-11. The only notable difference in the case of silicon is that the curves

break away from zero current in the range 0.5 to 0.6 V, rather than in the

range 0.1 to 0.2 V as for germanium.

The Output Characteristics This family of curves may be divided into

three regions, just as was done for the CB configuration. The first of these,

the active region
,

is discussed here, and the cutoff and saturation regions are

considered in the next two sections.

In the active region the collector junction is reverse-biased and the emitter

junction is forward-biased In Fig. 5-10 the active region is the area to the

right of the ordinate VCe = a few tenths of a volt and above IB = 0. In this

region the transistor output current responds most sensitively to an input

signal. If the transistor is to be used as an amplifying device without appreci-

able distortion, it must be restricted to operate in this region.

The common-emitter characteristics in the active region are readily under-

stood qualitatively on the basis of our earlier discussion of the common-base

configuration. From Kirchhoff’s current law (KCL) applied to Fig. 5-9, the

base current is

Ib=~(Ic + Ie) ^'IZ)

Combining this equation with Eq. (5-3) ,
we find

t no ,

ala (5-14)
Ic = +
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If we define /? by

q = 01

P ~~
1 - a (5-15)

then Eq. (5-14) becomes

Ic = (1 + /3)Ico + /31b (5-16)

Note that usually IB Ico
,
and hence Ic ~ /?7/j in the active region.

If a were truly constant, then, according to Eq. (5-14), Ic would be inde-
pendent of Vce and the curves of Fig. 5-10 would be horizontal. Assume that,
because of the Early effect, a increases by only one-half of 1 percent, from
0.98 to 0.985, as \VCe\ increases from a few volts to 10 V. Then the value
of fi increases from 0.98/(l - 0.98) = 49 to 0.985, (1 - 0.985) = 66, or about
34 percent. This numerical example illustrates that a very small change
(0.5 percent) in a is reflected in a very large change (34 percent) in the value
of /9. It should also be clear that a slight change in a has a large effect on /3,and hence upon the common-emitter curves. Therefore the common-emitter
characteristics are normally subject to a wide variation even among transis-
tors of a given type. This variability is caused by the faet that I3 is the
difference between large and nearly equal currents, IE and 7C .

EXAMPLE (a) Find the transistor currents in the circuit of Fig. 5-12o A silicon
transistor with /» = 100 and I?0 = 20 nA = 2 X 10- mA is under consideration.
(o) .Repeat part a if a 2-K emitter resistor is added to the circuit, as in Fig. 5-126.

Solution a. Since the base is forward-biased, the transistor is not cut off. Hence
it must be either in its active region or in saturation. Assume that the transistor
operates in the active region. From KVL applied to the base circuit of Fig.

Fig. 5-12 An example illustrating How to determine whether or
or not a transistor is operating in the active region.
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5-12a (with IB expressed in milliamperes)
,
we have

-5 + 200 IB + Vbe = 0

As noted above, a reasonable value for Vbe is 0.7 V in the action region, and hence

IB =
5 = 0.0215 mA
200

Since Ico« Ib, then Ic « Ph = 2.15 mA.
We must now justify our assumption that the transistor is in the active region,

by verifying that the collector junction is reverse-biased. From KVL applied to

the collector circuit we obtain

— 10 + 3 Ic + Vcb + Vbe — 0

or

Vcb = -(3) (2. 15) + 10 - 0.7 = +2.85 V

For an n-p-n device a positive value of Vcb represents a reverse-biased collector

junction, and hence the transistor is indeed in its active region.

Note that IB and Ic in the active region are independent of the collector

circuit resistance Rc . Hence, if Rc is increased sufficiently above 3 K, then Vcb

changes from a positive to a negative value, indicating that the transistor is no

longer in its active region. The method of calculating Is and Ic when the transis-

tor is in saturation is given in Sec. 5-9.

b. The current in the emitter resistor of Fig. 5-125 is

Ib + Ic ~ Ib + $1B — 101 IB )

assuming Ico <3C/b. Applying KVL to the base circuit yields

-5 + 200/5 + 0.7 + (2) (101 IB) = 0

or

IB = 0.0107 mA Ic = 100 IB = 1.07 mA

Note that Ico = 2 X 10“ 5 mA « Iu, as assumed.

To check for active circuit operation, we calculate Vcb • Thus

Vcb = —Sic + 10 - (2)(101 IB )
- 0.65

= -(3) (1.07) + 10 - (2) (101) (0.0107) - 0.7 = +3.93 V

Since Vcb is positive, this (n-p-n) transistor is in its active region.

5-7 THE CE CUTOFF REGION

We might be inclined to think that cutoff in Fig. 5-10 occurs at the intersec-

tion of the load line with the current IB = 0; however, we now find that

appreciable collector current may exist under these conditions. From Eqs.
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(5-13) and (5-14), if ID = 0, then IB = -Ic and

Ic = -/*
1 - a

The actual collector current with collector junction reverse-biased and base
open-circuited is designated by the symbolW Since, even in the neighbor-
hood of cutoff, a may be as large as 0.9 for germanium, then Ic « 10ICO at
zero base current. Accordingly, in order to cut off the transistor, it is not
enough to reduce IB to zero. Instead, it is necessary to reverse-bias the
emitter junction slightly. We shall define cutoff as the condition where the col-
lector current is equal to the reverse saturation current Ico and the emitter cur-
rent is zero. It is found (Sec. 19-15) that a reverse-biasing voltage of the
order of 0.1 V established across the emitter junction will ordinarily be ade-
quate to cut off a germanium transistor. In silicon, at collector currents of
the order of Ico ,

a is very nearly zero because of recombination 5 6 in the
emitter-junction transition region. Hence, even with IB = 0, we find from
E<

1 l
5' 1w that/c = Ico = ~ Ie ’ so that the transistor is still very close to

cutoff. We verify in Sec. 19-15 that, in silicon, cutoff occurs at VBE «0V
corresponding to a base short-circuited to the emitter. In summary, cutoff
means that IB — 0

,
Ic — Ico, Id = —Ic = —Ico, a,nd VBB is a reverse voltagew ose magnitude is of the order of 0.1 V for germanium and 0 V for a silicon

transistor.

The Reverse Collector Saturation Current ICB0 The collector current in
a physical transistor (a real, nonidealized, or commercial device) when the
emitter current is zero is designated by the symbol ICB0 . Two factors cooper-
ate to make \Icao

\
larger than \IC0 \. First, there exists a leakage currentw ‘ch flows, not through the junction, but around it and across the surfaces.

I he leakage current is proportional to the voltage across the junction. The
second reason why \ICB0

\

exceeds \ICo\ is that new carriers may be generated
by collision in the collector-junction transition region, leading to avalanche
multiplication of current and eventual breakdown. But even before break-
down is approached, this multiplication component of current may attain con-
siderable proportions.

At 25°C, ICB0 for a germanium transistor whose power dissipation is in

tt

e ran^e some hundreds of milliwatts is of the order of microamperes.
Under similar conditions a silicon transistor has an ICB0 in the range of nano-
amperes. The temperature sensitivity of Icno is the same as that of the reverse
saturation current I0 of a p-n diode (Sec. 3-5). Specifically, it is found 8

that Icbo approximately doubles for every 10°C increase in temperature for
both Ge and Si. However, because of the lower absolute value of ICB0 in
silicon, these transistors may be used up to about 200°C, whereas germanium
transistors are limited to about 100°C.

In addition to the variability of reverse saturation current with tempera-
ture, there is also a wide variability of reverse current among samples of a
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Ffg. 5-1 3 Reverse biasing of the

emitter junction to maintain the tran-

sistor in cutoff in the presence of the

reverse saturation current Icbo

through Rb.

given transistor type. For example, the specification sheet for a Texas Instru-

ment type 2N337 grown-diffused silicon switching transistor indicates that this

type number includes units with values of Icbo extending over the tremendous

range from 0.2 nA to 0.3 /tA. Accordingly, any particular transistor may

have an Icbo which differs very considerably from the average characteristic

for the type.

Circuit Considerations at Cutoff Because of temperature effects, ava-

lanche multiplication, and the wide variability encountered from sample to

sample of a particular transistor type, even silicon may have values of Icbo

of the order of many tens of microamperes. Consider the circuit configuration

of Fig. 5-13, where VB b represents a biasing voltage intended to keep the tran-

sistor cutoff. Assume that the transistor is just at the point of cutoff, with

IE = 0, so that IB = -Icbo- If we require that at cutoff Vbe « -0.1 V,

then the condition of cutoff requires that

Vbe = -Vbb + RbIcbo < -0.1 V (5-1S)

As an extreme example consider that Rb is, say, as large as 100 K and that

we want to allow for the contingency that Icbo may become as large as 100 yA.

Then VBB must be at least 10.1 V. When ICbo is small, the magnitude of the

voltage across the base-emitter junction will be 10.1 V. Hence we must use

a transistor whose maximum allowable reverse base-to-emitter junction vo t-

age before breakdown exceeds 10 V. It is with this contingency in mind that

a manufacturer supplies a rating for the reverse breakdown voltage between

emitter and base, represented by the symbol BVEbo. The subscript 0 indi-

cates that BVebo is measured under the condition that the collector current is

zero. Breakdown voltages BVebo may be as high as some tens of volts or as

low as 0.5 V. If BVebo = 1 V, then Vbb must be chosen to have a maximum

value of 1 V.

5-8 THE CE SATURATION REGION

In the saturation region the collector junction (as well as the emitter junction)

is forward-biased by at least the culin voltage. Since the voltage VBE (or VBC)
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across a forward-biased junction has a magnitude of only a few tenths of a
volt, the VCE = VBE - VBC is also only a few tenths of a volt at saturation.
Hence, in Fig. 5-10, the saturation region is very close to the zero-voltage axis
where all the curves merge and fall rapidly toward the origin. A load line
has been superimposed on the characteristics of Fig. 5-10 corresponding to a
resistance RL = 500 0 and a supply voltage of 10 V. We note that in the
saturation region the collector current is approximately independent of base
current, for given values of VCc and RL. Hence we may consider that the onset
oi saturation takes place at the knee of the transistor curves in Fig. 5-10. Satu-
ration occurs for the given load line at a base current of —0.17 mA, and at this
point the collector voltage is too small to be read in Fig. 5-10. In saturation
the collector current is nominally Vcc'Rl, and since RL is small, it may well
be necessary to keep VCc correspondingly small in order to stay within the
limitations imposed by the transistor on maximum current and dissipation.

We are not able to read the collector-to-emitter saturation voltage
VCE..IU with any precision from the plots of Fig. 5-10. We refer instead to
the characteristics shown in Fig. 5-14. In these characteristics the 0- to— 0.5-V region of Fig. 5-10 has been expanded, and we have superimposed the
same load line as before, corresponding to RL = 500 O. We observe from
Figs. 5-10 and 5-14 that VCE and Ic no longer respond appreciably to base
current IB , after the base current has attained the value -0.15 mA. At this
current the transistor enters saturation. For IB = -0.15 mA, I VCE \

~
175 mV. At IB = -0.35 mA, \VCE

\

has dropped to
|

VCE
\

~ 100 mV. Larger
magnitudes of I

b

will, of course, decrease
\
Vce\ slightly further.

Saturation Resistance For a transistor operating in the saturation
region, a quantity of interest is the ratio VCB

,M >IC . This parameter is
called the common-emitter saturation resistance, variously abbreviated Rcs ,

Rces, or Rce.m- To specify Rcs properly,' we must indicate the operating

Fig. 5-14 Saturation-region com-

mon-emitter characteristics of the

type 2N404 germanium transistor.

A load line corresponding to VCc

~ 10 V and RL = 500 is super-

imposed. (Courtesy of Texas In-

struments, Inc.)
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point at which it was determined. For example, from Fig. 5-14, we find that,

at Ic = -20 mA and IB = -0.35 mA, Res ~ — 0.1/(— 20 X 10“ 3
)
= 5 Q.

The usefulness of Res stems from the fact, as appears in Fig. 5-14, that to the

left of the knee each of the plots, for fixed /b, may be approximated, at least

roughly, by a straight line.

The Base-spreading Resistance rw Recalling that the base region is

very thin (Fig. 5-5), we see that the current which enters the base region across

the emitter junction must flow through a long narrow path to reach the. base

terminal. The cross-sectional area for current flow in the collector (or emitter)

is very much larger than in the base. Hence, usually the ohmic resistance of

the base is very much larger than that of the collector or emitter. The dc

ohmic base resistance, designated by nv, is called the base-spreading resistance

and is of the order of magnitude of 100 SI.

The Temperature Coefficient of the Saturation Voltages Since both

junctions are forward-biased, a reasonable value for the temperature coefficient

of either VBb,**i or VBC^ is -2.5 mV/°C. In saturation the transistor con-

sists of two forward-biased diodes back to back in series opposing. Hence

it is to be anticipated that the temperature-induced voltage change in one

junction will be canceled by the change in the other junction. We dp indeed

find such to be the case for 7Ce, 8at, whose temperature coefficient is about

one-tenth that of Vbe, sat-

The DC Current Gain hFE A transistor parameter of interest is the ratio

Ic/Ib, where Ic is the collector current and IE is the base current. This

quantity is designated by jSdc or h FEj and is known as the (negative of the)

dc beta
,
the dc forward current transfer ratio

,
or the dc current gain.

Fig. 5-15 Plots of dc current gain

hFE (at Vce = -0.25 V) versus collec-

tor current for three samples of the

type 2N404 germanium transistor.

(Courtesy of General Electric Com-

pany.)
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In the saturation region, the parameter hFE is a useful number and one

which is usually supplied by the manufacturer when a switching transistor is

involved. We know |/c |,
which is given approximately by VCc/Rl ,

and a

knowledge of hFE tells us the minimum base current (Ic/hFE ) which will be

needed to saturate the transistor. For the type 2N404, the variation of hFE

with collector current at a low value of Vce is as given in Fig. 5-15. Note the

wide spread (a ratio of 3:1) in the value which may be obtained for hFE even

for a transistor of a particular type. Commercially available transistors have

values of hFE that cover the range from 10 to 150 at collector currents as

small as 5 mA and as large as 30 A.

5-9 TYPICAL TRANSISTOR—JUNCTION VOLTAGE VALUES

The characteristics plotted in Fig. 5-16 of output current Ic as a function of

input voltage Vbe for n-p-n germanium and silicon transistors are quite

instructive and indicate the several regions of operation for a CE transistor

circuit. The numerical values indicated are typical values obtained experi-

mentally or from the theoretical equations of the following section. (The

calculations are made in Sec. 19-15.) Let us examine the various portions of

the transfer curves of Fig. 5-16.

The Cutoff Region Cutoff is defined, as in Sec. 5-5, to mean IE = 0 and

Ic = ICO) and it is found that a reverse bias VBE , cutoff = 0.1 V (0 V) will cut off a

germanium (silicon) transistor.

What happens if a larger reverse voltage than 7*^, cutoff is applied? It

turns out that if VE is negative and much larger than VT) that the collector

current falls slightly below Ico and that the emitter current reverses but remains

small in magnitude (less than Ico).

Short-circuited Base Suppose that, instead of reverse-biasing the emitter

junction, we connect the base to the emitter so that VE = Vbe = 0. As indi-

cated in Fig. 5-16, Ic = Ices does not increase greatly over its cutoff value Ico -

Open-circuited Base If instead of a shorted base we allow the base to

"float” so that IB = 0, we obtain the Ic = Iceo given in Eq. (5-17). At low

currents a ~ 0.9 (0) for Ge (Si), and hence Ic ~ 10Ico(Ico) for Ge (Si).

The values of Vbe calculated for this open-base condition (Ic = —IE) are a

few tens of millivolts of forward bias, as indicated in Fig. 5-16.

The Cutin Voltage The volt-ampere characteristic between base and

emitter at constant collector-to-emitter voltage (Fig. 5-11) is not unlike the

volt-ampere characteristic of a simple junction diode. When the emitter

junction is reverse-biased, the base current is very small, being of the order

of nanoamperes or microamperes, for silicon and germanium, respectively.
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When the emitter junction is forward-biased, again, as in the simple diode, no
appreciable base current flows until the emitter junction has been forward-

biased to the extent where \VDE
\
> |F7 |,

where V7 is called the cutin voltage .

Since the collector current is nominally proportional to the base current, no
appreciable collector current will -flow until an appreciable base current flows.

Therefore a plot of collector current against base-to-emitter voltage will

exhibit a cutin voltage, just as does the simple diode.

In principle, a transistor is in its active region whenever the base-to-

emitter voltage is on the forward-biasing side of the cutoff voltage, which
occurs at a reverse voltage of 0.1 V for germanium and 0 V for silicon. In
effect, however, a transistor enters its active region when Vbe > Vy .

We may estimate the cutin voltage Vy by assuming that Vbe = Vy when
the collector current reaches, say, 1 percent of the maximum (saturation)

current in the CE circuit of Fig. 5-9. Typical values of Vy are 0.1 V for

germanium and 0.5 V for silicon.

Figure 5-17 shows plots, for several temperatures, of the collector current

as a function of the base-to-emitter voltage at constant collector-to-emitter

voltage for a typical silicon transistor. We see that a value for Vy of the

order of 0.5 V at room temperature is entirely reasonable. The temperature
dependence results from the temperature coefficient of the emitter-junction

diode. Therefore the lateral shift of the plots with change in temperature
and the change with temperature of the cutin voltage Vy are approximately
-2.5 mV/°C [Eq. (3-12)].

Saturation Voltages Manufacturers specify saturation values of input

and output voltages in a number of different ways, in addition to supplying

characteristic curves such as Figs. 5-11 and 5-14. For example, they may
specify RCs for several values of IB or they may supply curves of VCe , sat and
FBE,B&t as functions of IB and 7c.

9 The saturation voltages depend not only

Fig. 5-17 Plot of collector

current against base-to-

emitter voltage for various

temperatures for the type

2N337 silicon transistor.

(Courtesy of Transitron

Electronic Corporation.)

0 0. 1 0.2 0.3 0. 4 0.5 0.6 0.7 0.8 0. 9 1.0

Input voltage VRK ,
V
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on the operating point, but also on the semiconductor material (germanium or

silicon) and on the type of transistor construction. Typical values of satura-
tion voltages are indicated in Table 5-1.

TABLE 5-7 Typical n-p-n transistor-junction voltages at 25°C

VcE.tat VBE,aat = Va VbE, active — Vy yBE, cutoff

Si 0.2 0.8 0.7 0.5 0.0
Ge 0.1 0.3 0.2 0.1 -0.1

t The temperature variation of these voltages is discussed in Secs. 5-8 and 5-9.

Summary The voltages referred to above and indicated in Fig. 5-16 are

summarized in Table 5-1. The entries in the table are appropriate for an
n-p-n transistor. For a p-n-p transistor the signs of all entries should be
reversed. Observe that the total range of Vbe between cutin and saturation

is rather small, being only 0.3 V. The voltage Tractive has been located

somewhat arbitrarily, but nonetheless reasonably, near the midpoint of the

active region in Fig. 5-16.

Of course, particular cases will depart from the estimates of Table 5-1.

But it is unlikely that the numbers will be found in error by more than 0.1 V.

EXAMPLE (a) The circuits of Fig. 5-12a and b are modified by changing the

base-circuit resistance from 200 to 50 K (as indicated in Fig. 5-18). If hFE = 100,

determine whether or not the silicon transistor is in saturation and find IB and Ic •

(6) Repeat with the 2K emitter resistance added.

Fig. 5-1 8 An example illustrating how to determine whether or not a tran-

sistor is operating in the saturation region.
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Solution Assume that the transistor is in saturation. Using the values

Vbe, and VcB.tot in Table 5-1, the circuit of Fig. 5-18a is obtained. Applying

KVL to the base circuit gives

-5 + 50 IB + 0.8 = 0

or

IB = — = 0.084 mA
50

Applying KVL to the collector circuit yields

— 10 + 3 Ic + 0.2 = 0

or

Q Q
Ic = — = 3.27 mA

3

The minimum value of base current required for saturation is

(7zj)niin

Q 07— = 0.033 mA
100

Since IB = 0.084 > IB
, min

= 0.033 mA, we have verified that the transistor is in

saturation.

6. If the 2-K emitter resistance is added, the circuit becomes that in Fig.

5-186. Assume that the transistor is in saturation. Applying KVL to the base

and collector circuits, we obtain

-5 + 50 IB + 0.8 + 2 (Ic + Ib) = 0

— 10 + 3 Ic + 0.2 + 2 (Ic + Ib)
~ 0

If these simultaneous equations are solved for lc and IB} we obtain

Ic = 1.95 mA IB = 0.0055 mA

Since (IB ) min = Ic/hFB = 0.0195 mA > IB = 0.0055, the transistor is not in

saturation. Hence the device must be operating in the active region. Proceeding

exactly as we did for the circuit of Fig. 5-126 (but with the 200 K replaced by 50 K),

we obtain

Ic = 1.71 mA Ib = 0.0171 mA = 17 ftA VCB = 0.72 V

5-10 COMMON-EMITTER CURRENT GAIN

Three different definitions of current gain appear in the literature. The

interrelationships between these are now to be found.

Large-signal Current Gain 0 We define 0 in terms of a by Eq. (5-15).

From Eq. (5-16), with Ico replaced by Icbo> we find

_ Ic ~ Icbo

Ib — (
Icbo)

(5-19)
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In Sec. 5-7 we define cutoff to mean that IE = 0
,
Ic = Icbo ,

and IB = — /C7?0 .

Consequently, Eq. (5-19) gives the ratio of the collector-current increment to

the base-current change from cutoff to IB} and hence (3 represents the (negative

of the) large-signal current gain of a common-emitter transistor . This parameter
is of primary importance in connection with the biasing and stability of tran-

sistor circuits, as discussed in Chap. 9.

DC Current Gain hFE In Sec. 5-8 we define the dc current gain by

Ic
fide = = hfs (5-20)

In that section it is noted that hFE is most useful in connection with deter-

mining whether or not a transistor is in saturation. In general, the base

current (and hence the collector current) is large compared with Icbo. Under
these conditions the large-signal and the dc betas are approximately equal;

then hFE ~ j8.

Small-signal Current Gain hfe We define ft as the ratio of a collector-

current increment AIc for a small base-current change AIB (at a given quiescent

operating point, at a fixed collector-to-emitter voltage Vce), or

ft =
die

31b v CE

hfe (5-21)

Clearly, ft is (the negative of) the small-signal current gain. If (3 were inde-

pendent of current, we see from Eq. (5-20) that ft = 0 ~ h FE . However,
Fig. 5-15 indicates that 0 is a function of current, and differentiating Eq.

(5-16) with respect to Ic gives (with Ico = ICno)

1 = (Icbo + Ib) + P (5-22)

The small-signal CE gain ft is used in the analysis of small-signal amplifier

circuits and is designated by h/e in Chap. 8. Using Eq. (5-21), and with

ft = h/e and (3 = h FE) Eq. (5-22) becomes

. h FE
/e

1 — (Icbo + Ib) (dhFE/dIc) ** ^

Since hFE versus Ic given in Fig. 5-15 shows a maximum, hfe is larger than h FE
for small currents (to the left of the maximum) and h fe is smaller than h FE for

currents larger than that corresponding to the maximum. Over most of the

wide current range in Fig. 5-14, hfe differs from hFE by less than 20 percent.

It should be emphasized that Eq. (5-23) is valid in the active region only.

From Fig. 5-14 we see that hf e —> 0 in the saturation region because Ale —> 0

for a small increment AlB .
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Fig. 5-19 The transistor common-collector

configuration.

5-11 THE COMMON-COLLECTOR CONFIGURATION

Another transistor-circuit configuration, shown in Fig. 5-19, is known as the

common-collector configuration. The circuit is basically the same as the cir-

cuit of Fig. 5-9, with the exception that the load resistor is in the emitter

lead rather than in the collector circuit. If we continue to specify the oper-

ation of the circuit in terms of the currents which flow, the operation for the

common-collector is much the same as for the common-emitter configuration.

When the base current is ICo, the emitter current will be zero, and no current

will flow in the load. As the transistor is brought out of this back-biased

condition by increasing the magnitude of the base current, the transistor will

pass through the active region and eventually reach saturation. In this condi-

tion all the supply voltage, except for a very small drop across the transistor,

will appear across the load.

5-12 ANALYTICAL EXPRESSIONS FOR
TRANSISTOR CHARACTERISTICS

The dependence of the currents in a transistor upon the junction voltages, or

vice versa, may be obtained by starting with Eq. (5-6), repeated here for

convenience:

Ic = —clnIe — Ico(cVcIVt ~ I) (5-24)

We have added the subscript N to a to indicate that we are using the tran-

sistor in the normal manner. We must recognize, however, that there is no

essential reason which constrains us from using a transistor in an inverted

fashion, that is, interchanging the roles of the emitter junction and the col-

lector junction. From a practical point of view, such an arrangement might

not be as effective as the normal mode of operation, but this matter does not

concern us now.. With this inverted mode of operation in mind, we may now
write, in correspondence with Eq. (5-24),

Ib = -mlc - lEo(ev*lv T ~ 1 ) (5-25)
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Here ai is the inverted common-base current gain, just as aN in Eq. (5-24) is

the current gain in normal operation. IE0 is the emitter-junction reverse satu-

ration current, and VE is the voltage drop from p side to n side at the emitter

junction and is positive for a forward-biased emitter.

Equations (5-24) and (5-25) were derived in a heuristic manner. A
physical analysis of the transistor currents by Ebers and Moll 7 verifies these

equations (Sec. 19-13). This quantitative study reveals that the parameters

aN, ai, Ico, and IEo are not independent, but are related by the condition

ajlco — clnIeo (5-26)

Manufacturer's data sheets often provide information about aN} ICo

,

and Iso,
so that ai may be determined. For many transistors IEo lies in the range

0.5/co to ICO'

Since the sum of the three currents must be zero, the base current is

given by

Ib = ~{Ie + /c) (5-27)

If. three of the four parameters aN) al} ICo ,
and IE0 are known, the equa-

tions in this section allow calculations of the three currents for given values

of junction voltages Vc and VE . Explicit expressions for Ic and IE in terms

of Vc and VE are found in Sec. 19-13.

In the literature, qlr (reversed alpha) and a F {forward alpha) are sometimes
used in place of ai and aN, respectively.

Reference Polarities The symbol VC(VE) represents the drop across the

collector (emitter) junction and is positive if the junction is forward-biased.

The reference directions for currents and voltages are indicated in Fig. 5-20.

Since Vcb represents the voltage drop from collector-to-base terminals, then

Vcb differs from Vc by the ohmic drop in the base-spreading resistance rw, or

Vcb = Vc — IbI'm' (5-28)

The Ebers-Moll Model Equations (5-24) and (5-25) have a simple inter-

pretation in terms of a circuit known as the Ebers-Moll model .

7 -This model is

shown in Fig. 5-21 for a p-n-p transistor. We see that it involves two ideal

diodes placed back to back with reverse saturation currents —IE0 and —Ico
and two dependent current-controlled current sources shunting the ideal

diodes. For a p-n-p transistor, both ICo and IEo are negative, so that —ICo

and —IEo are positive values, giving the magnitudes of the reverse saturation

currents of the diodes. The current sources account for the minority-carrier

transport across the base. An application of KCL to the collector node of

Fig. 5-21 gives

Ic — —&nIe + I = —aNlE + I0(e
Vc,vT — 1)

where the diode current / is given by Eq. (3-9). Since I0 is the magnitude
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B
(base)

Fig. 5-20 Defining the voltages and currents used in the Ebers-Moll equations.

For either a p-n-p or an n-p-n transistor, a positive value of current means that

positive charge flows into the junction and a positive VE(VC) means that the

emitter (collector) junction is forward-biased (the p side positive with respect

to the n side).

of the reverse saturation, then I0 = —ICo> Substituting this value of I0 into

the preceding equation for Ic yields Eq. (5-24).

This model is valid for both forward and reverse static voltages applied

across the transistor junctions. It should be noted that we have omitted the

base-spreading resistance from Fig. 5-20 and have neglected the difference

between ICbo and Ico-

Observe from Fig. 5-21 that the dependent current sources can be elimi-

nated from this figure provided aN = aT = 0. For example, by making the

base width much larger than the diffusion length of minority carriers in the

base, all minority carriers will recombine in the base and none will survive to

reach the collector. For this case the current gain a will be zero. Under
these conditions, transistor action ceases, and we simply have two diodes

placed back to back. This discussion shows why it is impossible to construct

a transistor by simply connecting two separate (isolated) diodes in series

opposing. A 'cascade of two p-n diodes exhibits transistor properties (for

OCj Ic OCN IE

E

B

Fig. 5-21 The Ebers-

Moll model for a p~n-p

transistor.
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example, it is capable of amplification.) only if carriers injected across one
junction diffuse across the second junction.

Voltages as Functions of Currents We may solve explicitly for the

junction voltages in terms of the currents from Eqs. (5-24) and (5-25), with
the result that

n -V, ll,( 1
_'£W,)

(«,„)

Fc = Fr In (l ~ Jc
(5-30)

We now derive the analytic expression for the common-emitter charac-

teristics of Fig. 5-10. The abscissa in this figure is the collector-to-emitter

voltage VCe = VE — Vc for an n-p-n transistor and is VCe = Vc — VE for a

p-n-p transistor (remember that Vc and VE are positive at the p side of the

junction). Hence the common-emitter characteristics are found by subtract-

ing Eqs. (5-29) and (5-30) and by eliminating IE by the use of Eq. (5-27).

The resulting equation can be simplified provided that the following inequali-

ties are valid: IB y> Ieo and IB y> Ico/cln . After some manipulations and by
the use of Eqs. (5-15) and' (5-26), we obtain (except for very small values of IB )

where

Vce — ±VT In

1 ,
_1 Ic

oil Pi In

1

"1 Ic

Pin

(5-31)

Pi = i
—-— and Pn = P = z

—-

—

1 — ai 1 — a
(5-32)

Note that the + sign in Eq. (5-31) is used for an n-p-n transistor, and the
— sign for a p-n-p device. For a p-n-p germanium-type transistor, at Ic = 0,

Vce = —Vt In (1 /'«/), so that the common-emitter characteristics do not pass

through the origin . For ai = 0.78 and VT = 0.02G V, we have VCe — —6 mV
at room temperature. This voltage is so small that the curves of Fig. 5-10

look as if they pass through the origin, but they are actually displaced to the

right by a few millivolts.

If Ic is increased, then Vce rises only slightly until Ic/In approaches p.

For example, even for Ic/In = 0.90 = 90 (for 0 = 100),

FCE 0.026 In
1/0.78 + 90/3.5

1 - 0.9
-0.15 V

This voltage can barely be detected at the scale to which Fig. 5-10 is drawn,
and hence near the origin it appears as if the curves rise vertically. However,
note that Fig. 5-14 confirms that a voltage of the order of 0.2 V is required for

Ic to reach 0.9 of its maximum value.

The maximum value of Ic/In is 0, and as this value of Ic/In is approached,
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Fig. 5-22 The common-

emitter output characteris-

tic for a p-n-p transistor as

obtained analytically.

Vce —» “ 00
. Hence, as Ic/In increases from 0.9/3 to 0, \

Vce\ increases from

0.15 V to infinity. A plot of the theoretical common-emitter characteristic is

indicated in Fig. 5-22. We see that, at a fixed value of Vce, the ratio IcIIb is

a constant. Hence, for equal increments in IB ,
we should obtain equal incre-

ments in Ic at a given Vce • This conclusion is fairly well satisfied by the

curves in Fig. 5-10. However, the IB = 0 curve seems to be inconsistent since,

for a constant Ic/Iij, this curve should coincide with the Ic = 0 axis. This

discrepancy is due to the approximation made in deriving Eq. (5-31), which is

not valid for IB = 0.

The theoretical curve of Fig. 5-22 is much flatter than the curves of Fig.

5-10 because we have implicitly assumed that aw is truly constant. As already

pointed out, a very slight increase of ctN with VCe can account for the slopes

of the common-emitter characteristic.

5-13 MAXIMUM VOLTAGE RATING 9

Even if the rated dissipation of a transistor is not exceeded, there is an upper

limit to the maximum allowable collector-junction voltage since, at high

voltages, there is the possibility of voltage breakdown in the transistor. Two
types of breakdown are possible, avalanche breakdown

,
discussed in Sec. 3-11,

and reach-through, discussed below.

Avalanche Multiplication The maximum reverse-biasing voltage which

may be applied before breakdown between the collector and base terminals

of the transistor, under the condition that the emitter lead be open-circuited, is

represented by the symbol BVcbo . This breakdown voltage is a characteristic

of the transistor alone. Breakdown may occur because of avalanche multi-

plication of the current Ico that crosses the collector junction. As a result

of this multiplication, the current becomes MICo ,
in which M is the factor

by which the original current Ico is multiplied by the avalance effect. (We
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neglect leakage current, which does not flow through the junction and is there-
fore not subject to avalanche multiplication.) At a high enough voltage,
namely, BVcbo ,

the multiplication factor M becomes nominally infinite, and
the region of breakdown is then attained. Here the current rises abruptly,
and large changes in current accompany small changes in applied voltage.

The avalanche multiplication factor depends on the voltage VCB between
collector and base. We shall consider that

M =
1 - (TWBVoboY (5'33)

Equation (5-33) is employed because it is a simple expression which gives
a good empirical fit to the breakdown characteristics of many transistor types.
The parameter n is found to be in the range of about 2 to 10, and controls
the sharpness of the onset of breakdown.

If a current IE is caused to flow across the emitter junction, then, neglect-
ing the avalanche effect, a fraction aIE ,

where a is the common-base current
gain, reaches the collector junction. Taking multiplication into account, Ic
has the magnitude MaIE . Consequently, it appears that, in the presence
of avalanche multiplication, the transistor behaves as though its common-base
current gain were Mot.

An analysis 9 of avalanche breakdown for the CE configuration indicates
that the collector-to-emitter breakdown voltage with open-circuited base

,
desig-

nated BVceo, is

BVce0 = bvcbo^j^ (5-34)

For an n-p-n germanium transistor, a reasonable value for n, determined
experimentally, is n = 6. If we now take hFE = 50, we find that

BVceo = 0.52BVcbo

so that if BVcbo = 40 V, BVCEo is about half as much, or about 20 V. Ideal-

Fig. 5-23 Idealized common-

emitter characteristics ex-

tended into the breakdown

region.
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ized common-emitter characteristics extended into the breakdown region are

shown in Fig. 5-23. If the base is not open-circuited, these breakdown char-

acteristics are modified, the. shapes of the curves being determined by the

base-circuit connections. In other words, the maximum allowable collector-

to-emitter voltage depends not only upon the transistor, but also upon the

circuit in which it is used.

Reach-th rough The second mechanism by which a transistor's usefulness

may be terminated as the collector voltage is increased is called punch-through
,

or reach-through, and results from the increased width of the collector-junction

transition region with increased collector-junction voltage (the Early effect).

The transition region at a junction is the region of uncovered charges

on both sides of the junction at the positions occupied by the impurity atoms.

As the voltage applied across the junction increases, the transition region

penetrates deeper into the base (Fig. 5-8a). Since the base is very thin, it is

possible that, at moderate voltages, the transition region will have spread

completely across the base to reach the emitter junction, as indicated in

Fig. 5-24, which should be compared with Fig. 5-8. The emitter barrier is

now 7', which is smaller than the normal value VQ —
\

Veb\ because the col-

lector voltage has “reached through” the base region. This lowering of the

emitter-junction voltage may result in an excessively large emitter current,

thus placing an upper limit on the magnitude of the collector voltage.

Punch-through differs from avalanche breakdown in that it takes place

at a fixed voltage [given by Vj in Eq. (3-21), with W = WB \
between collector

and base, and is not dependent on circuit configuration. In a particular

transistor, the voltage limit is determined by punch-through or breakdown,

whichever occurs at the lower voltage.

Fig. 5-24 The potential variation through a p-n-p

transistor after “reach-through” when the effec-

tive base width (Fig. 5-8) WB = WB — W has been

reduced to zero. The effective emitter barrier is

7 '.
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5-14 THE PHOTOTRANSISTOR

The photo transistor (also called photoduodiode
)

is a much more sensitive semi-
conductor photodevice than the p-n photodiode. The phototransistor is

usually connected in a common-emitter configuration with the base open,
and radiation is concentrated on the region near the collector junction Jc ,

as in I 1 ig, 5-25a. The operation of this device can be understood if we recog-
nize that the junction Je is slightly forward-biased (l'ig. 5-16, open-circuited
base), and the junction Jc is reverse-biased (that is, the transistor is biased
in the active region). Assume, first, that there is no radiant excitation.
Under these circumstances minority carriers are generated thermally, and the
electrons crossing from the base to the collector, as well as the holes crossing
from the collector to the base, constitute the reverse saturation collector cur-
rent Ico (Sec. 5-2). The collector current is given by Eq. (5-16), with In = 0;
namely,

Ic = (0 + 1)1CO (5-35)

If the light is now turned on, additional minority carriers are photogenerated,
and these contribute to the reverse saturation current in exactly the same
manner as do the thermally generated minority charges. If the component
of the reverse saturation current due to the light is designated IL ,

the total

collector current is

Ic = ((3 + 1 )(/co + II) (5-36)

We note that, due to transistor action, the current eaused by the radiation is

multiplied by the large factor 0+1.

Fig. 5-25 (a) A phototransistor, (fa) The output characteristics of the MRD 450

n-p-n silicon phototransistor. (Courtesy of Motorola Semiconductor Products, Inc.)
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Typical volt-ampere characteristics are shown in Fig. 5-236 for an n-p-n

planar phototransistor for different values of illumination intensities. Note

the similarity between this family of curves and those in Fig. 5-10 for the CE
transistor output characteristics with base current (instead of illumination)

as a parameter. It is also possible to bring out the base lead and to inject a

base current In. The current Icm Eq. (5-36) is then increased by the term
j
QIB -
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REVIEW QUESTIONS

5-1 Draw the circuit symbol for a p-n-p transistor and indicate the reference

directions for the three currents and the reference polarities for the three voltages.
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5-2 Repeat Rev. 5-1 for an n-p-n transistor.

5-3 For a p-n-p transistor biased in the active region, plot (in each region E
}
B

}

and C) (a) the potential variation; (b) the minority-carrier concentration, (c) Explain
the shapes of the plots in (a) and (6)

.

5-4 (a) For a p-n-p transistor biased in the active region, indicate the various
electron and hole current components crossing each junction and entering (or leaving)
the base terminal. (6) Which of the currents is proportional to the gradient of pn at
JE and Jc ,

respectively? (c) Repeat part b with pn replaced by np . (d) What is the
physical origin of the seveial current components crossing the base terminal?

5-5 (a) From the currents indicated in Rev. 5-4 obtain an expression for the
collector current Ic- Define each symbol in this equation. (6) Generalize the equation
for Ic in part a so that it is valid even if the transistor is not operating in its active
region.

5-6 (a) Define the current gain a in words and as an equation. (6) Repeat part
a for the parameter a!.

5-7 Describe the fabrication of an alloy transistor.

5-8 For a p-n-p transistor in the active region, what is the sign (positive or
negative) of IS} IC) IB} VCB} and Veb?

5-9 Repeat Rev. 5-8 for an n-p-n transistor.

5-10 (a) Sketch a family of CB output characteristics for a transistor. (6)
Indicate the active, cutoff, and saturation regions, (c) Explain the shapes of the curves
qualitatively.

5-1
1 (a) Sketch a family of CB input characteristics for a transistor. (b) Explain

the shapes of the curves qualitatively.

5-12 Explain base-width modulation (the Early effect) with the aid of plots of
potential and minority concentration throughout the base region.

5-13 Explain qualitatively the three consequences of base-width modulation.
5-14 Define the following regions in a transistor: (a) active; (6) saturation;

(c) cutoff.

5-15 (a) Draw the circuit of transistor in the CE configuration. (6) Sketch the
output characteristics, (c) Indicate the active, saturation, and cutoff regions.

5-16 (a) Sketch a family of CE input characteristics, (b) Explain the shape of
these curves qualitatively.

5-17 (a) Derive the expression for Ic versus IB for a CE transistor configuration
in the active region, (b) For Ih = 0, what is Ic!

5-18 (a) What is the order of magnitude of the reverse collector saturation current
Icbo for a silicon transistor? (b) How does ICBo vary with temperature?

5-19 Repeat Rev. 5-18 for a germanium transistor.

5-20 Why does ICbo differ from Ico ?

5-21 (a) Define saturation resistance for a CE transistor, (b) Give its order of
magnitude.

5-22 (a) Define base-spreading resistance for a transistor, (b) Give its order of
magnitude.

5-23 What is the order of magnitude of the temperature coefficients of Vbe
and Vcem 1

5-24* (a) Define Kfe- (b) Plot hps versus Ic-

5-25 (a) Give the order of magnitude of Vbe at cutoff for a silicon transistor.
(b) Repeat part a for a germanium transistor, (c) Repeat parts a and b for the cutin
voltage.
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5-26 Is |y** 1?at
|

greater or less than |y^ l8at|? Explain.
5-27 (a) What is the range in volts for Vbe between cutin and saturation for a

silicon transistor? (b) Repeat part a for a germanium transistor.

5-28 What is the collector current relative to Ico in a silicon transistor (a) if the
base is shorted to the emitter? (b) If the base floats? (c) Repeat parts a and b for a
germanium transistor.

5-29 Consider a transistor circuit with resistors Rb} RC} and Re in the base,
collector, and emitter legs, respectively. The biasing voltages are Vbb and VCc in base
and collector circuits, respectively, (a) Outline the method for finding the quiescent
currents, assuming that the transistor operates in the active region. (b) How do you
test to see if your assumption is correct?

5-30 Repeat Rev. 5-29, assuming that the transistor is in saturation.
5-31 For a CE transistor define (in words and symbols) (a) ft; (b) ftdc = hFS ;

(c) ft
— hfe .

5-32 Derive the relationship between hFE and hfe .

5-33 (d) For what condition is ft « hFE ? (b) For what condition is hFS « hfJ
5-34 (a) Draw the circuit of a CC transistor configuration, (b) Indicate the

input and output terminals.

5-35 What is meant by the inverted mode of operation of a transistor?

t

5“36 Write the Ebers and Moll equations. (6) Sketch the circuit model
which satisfies these equations.

5-37 Discuss the two possible sources of breakdown in a transistor as the collector-

to-emitter voltage is increased.

5-38 (a) Sketch the circuit of a phototransistor, (b) The radiation is concentrated
near which junction? Explain why. (c) Describe the physical action of this device.

5-39 (a) For a phototransistor in the active region, write the expression for the
collector current. Define all terms, (b) Sketch the family of output characteristics.



DIGITAL CIRCUITS

Even in a large-scale digital system, such as a computer, or a data-

processing, control, or digital-communication system, there are only

a few basic operations which must be performed. These operations,

to be sure, may be repeated very many times. The four circuits most

commonly employed in such systems are known as the or, and, not,

and flip-flop. These are called logic gates, or circuits, because they

are used to implement Boolean algebraic equations (as we shall soon

demonstrate). This algebra was invented by G. Boole in the middle

of the nineteenth century as a system for the mathematical analysis

of logic.

This chapter discusses in detail the first three basic logic circuits

mentioned above. These basic gates are combined into flip-flops

and other digital-system building blocks in Chap. 17.

6-1 DIGITAL (BINARY) OPERATION OF A SYSTEM

A digital system functions in a binary manner. It employs devices

which exist only in two possible states. A transistor is allowed to

operate at cutoff or in saturation, but not in its active region. A

node may be at a high voltage of, say, 4 ± 1 V or at a low voltage

of, say, 0.2 + 0.2 V, but no other values are allowed. Various desig-

nations are used for these two quantized states, and the most common

are listed in Table 6-1. In logic, a statement is characterized as true

or false
,
and this is the first binary classification listed in the table.

A switch may be closed or open, which is the notation under 9, etc.

Binary arithmetic and mathematical manipulation of switching or

logic functions are best carried out with classification 3, which involves

two symbols, 0 (zero) and 1 (one).
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TABLE 6-1 Binary-state terminology

1 2 3 4 5 6 7 8 9 10 11

One of the

states

The other

True High 1 Up Pulse Excited Off Hot Closed North Yes

state False Low 0 Down No
pulse

Non-
excited

On Cold Open South No

The binary system of representing numbers will now be explained by
making reference to the familiar decimal system. In the latter the base is

10 (ten), and ten numerals, 0, 1, 2, 3, ... , 9, are required to express an
arbitrary number. To write numbers larger than 9, we assign a meaning to
the position of a numeral in an array of numerals. For example, the number
1,264 (one thousand two hundred sixty four) has the meaning

1,264 = 1 X 10 3 + 2 X 102 + 6 X 10 1 + 4 X 10°

Thus the individual digits in a number represent the coefficients in an expan-
sion of the number in powers of 10. The digit which is farthest to the right
is the coefficient of the zeroth power, the next is the coefficient of the first

power, and so on.

In the binary system of representation the base is 2, and only the two
numerals 0 and 1 are required to represent a number. The numerals 0 and 1

have the same meaning as in the decimal system, but a different interpretation
is placed on the position occupied by a digit. In the binary system the
individual digits represent the coefficients of powers of two rather than ten as
in the decimal system. For example, the decimal number 19 is written in the
binary representation as 10011 since

10011 = 1 X 2 4 + 0 x 2 3 + o X 2 2 + 1 x 2 1 + 1 X 2°

= 16+ 0 + 0 + 2 + 1 =19
A short list of equivalent numbers in decimal and binary notation is given in
Table 6-2.

A general method for converting from a decimal to a binary number is

indicated in Table 6-3. The procedure is the following. Place the decimal
number (in this illustration, 19) on the extreme right. Next divide by 2 and
place the quotient (9) to the left and indicate the remainder (1) directly below
it. Repeat this process (for the next column 9 -s- 2 = 4 and a remainder of 1)
until a quotient of 0 is obtained. The array of l’s and 0’s in the second row
is the binary representation of the original decimal number. In this example,
decimal 19 = 10011 binary.

A binary digit (a 1 or a 0) is called a bit. A group of bits having a sig-

nificance is a bite
,
word

,
or code. For example, to represent the 10 numerals
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TABLE 6-2 Equivalent numbers in decimal

and binary notation

Decimal

notation

0

1

2

3

4

5

6

7

8

9

10

Binary

notation

00000

00001

00010

00011

00100

00101

00110

00111

01000

01001

01010

Decimal

notation

11

12

13

14

15

16

17

18

19

20

21

Binary

notation

01011

01100

01101

onio
01111

10000

10001

10010

10011

10100

10101

(0, 1, 2, . . . , 9) and the 26 letters of the English alphabet would require

36 different combinations of l’s and 0’s. Since 26 < 36 < 26
,
then a minimum

of 6 bits per bite are required in order to accommodate all the alphanumeric

characters. In this sense a bite is sometimes referred to as a character and a

group of one or more characters as a word.

Logic Systems In a dc, or level-logic, system a bit is implemented as one

of two voltage levels. If, as in Fig. 6-1 a, the more positive voltage is the 1

level and the other is the 0 level, the system is said to employ dc positive logic.

On the other hand, a dc negative-logic system, as in Fig. 6-16, is one which

designates the more negative voltage state of the bit as the 1 level and the

more positive as the 0 level. It should be emphasized that the absolute values

of the two voltages are of no significance in these definitions. In particular,

the 0 state need not represent a zero voltage level (although in some systems

it might).

The parameters of a physical device (for example, VCe .sat of a transistor)

are not identical from sample to sample, and they also vary with temperature.

Furthermore, ripple or voltage spikes may exist in the power supply or

ground leads, and other sources of unwanted signals, called noise, may be

present in the circuit. For these reasons the digital levels are not specified

precisely, but as indicated by the shaded regions in Fig. 6-1, each state is

defined by a voltage range about a designated level, such as 4 ± 1 V and

0.2 ± 0.2 V.

TABLE 6-3 Decimal-to-binary conversion

Divide by 2 0 1 2 4 9 19 decimal

Remainder 1 0 0 1 1 Binary
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6

V(l) = 4 V
Fig. 6-1 Illustrating

the definitions of (a)
g

positive and (b) nega-

tive logic. A transi-

tion from one state to

the other occurs at

t = i
f °’4

.

V(0) = 0.2 V
0 t' t

V(0) = 4V

3

0.4

V(l) = 0.2 V
t' 0 t

(a)
(6)

In a dynamic
,
or pulse-logic

,
system a bit is recognized by the presence

or absence of a pulse. A 1 signifies the existence of a positive pulse in a

dynamic positive-logic system; a negative pulse denotes a 1 in a dynamic
negative-logic system. In either system a 0 at a particular input (or output)

at a given instant of time designates that no pulse is present at that particular

moment.

6-2 THE OR GATE 1

An or gate has two or more inputs and a single output, and it operates in

accordance with the following definition: The output of an or assumes the 1

state if one or more inputs assume the 1 state. The n inputs to a logic circuit

will be designated by A, B, . . . ,
N and the output by Y. It is to be under-

stood that each of these symbols may assume one of two possible values,

either 0 or 1. A standard symbol for the or circuit is given in Fig. 6-2a,

together with the Boolean expression for this gate. The equation is to be
read 11 Y equals A or B or * *

* or N ”
Instead of defining a logical opera-

tion in words, an alternative method is to give a truth table which contains a

tabulation of all possible input values and their corresponding outputs. It

Input Output

Fig. 6-2 (a) The standard symbol for
A B Y

B ^H] )
—OY 0 0 0

an or gate and its Boolean expres- No { / 0 1 1

sion; (b) the truth table for a two-in-
Y=A+B+...+N

1 0 1

put or gate: 1 1 1

(a) (b)
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should be clear that the two-input truth table of Fig. 6-2b is equivalent to

the above definition of the or operation.

In a diode-logic (DL) system the logical gates are implemented by using-

diodes. A diode or for negative logic is shown in Fig. 6-3. The generator

source resistance is designated by R s . We consider first the case where the

supply voltage VR has a value equal to the voltage 7(0) of the 0 state for dc

logic.

If all inputs are in the 0 state, the voltage across each diode is

7(0) — 7(0) = 0. Since, in order for a diode to conduct, it must be for-

ward-biased by at least the cutin voltage V7 (Fig. 4-5), none of the diodes

conducts. Hence the output voltage is va = 7(0), and Y is in the 0 state.

If now input A is changed to the 1 state, which for negative logic is at

the potential 7(1), less positive than the 0 state, then D 1 will conduct. The

output becomes

Vo = 7(0) - [7(0) - 7(1) - Vy
] R - *

+ Rf
(6-1)

where Rj is the diode forward resistance. Usually R is chosen much larger

than R s + Rf . Under this restriction

^ - 7(1) + Vy (6-2)

Hence the output voltage exceeds the more negative level 7(1) by Vy (approx-

imately 0.2 V for germanium or 0.6 V for silicon). Furthermore, the step in

output voltage is smaller by Vy than the change in input voltage.

From now on, unless explicitly stated otherwise, we shall assume R » R s

and ideal diodes with R/ = 0 and V7 = 0. The output, for input A excited,

is then v0 = 7(1), and the circuit has performed the following logic: if A = 1,

B = 0, . . . ,
N = 0, then 7=1, which is consistent with the or operation.

For the above excitation, the output is at 7(1), and each diode, except

D 1, is back-biased. Hence the presence of signal sources at B, C, . . . ,
N

does not result in an additional load on generator A. Since the or config-

uration minimizes the interaction of the sources on one another, this gate

is sometimes referred to as a buffer circuit. Since it allows several indepen-

dent sources to be applied at a given node, it is also called a (nonlinear)

mixing gate.

If two or more inputs are in the 1 state, the diodes connected to these

inputs conduct and all other diodes remain reverse-biased. The output is

7(1), and again the or function is satisfied. If for any reason the level 7(1)

is not identical for all inputs, the most negative value of 7(1) (Jor negative logic)

appears at the output, and all diodes except one are nonconducting.

A positive-logic or gate uses the same configuration as that in Fig. 6-3,

except that all diodes must be reversed. The output now is equal to the most

positive level 7(1) [or more precisely is smaller than the most positive value of

7(1) by V7]. If a dynamic logic system is under consideration, the output-
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Fig. 6-3 A diode or circuit for nega-

tive logic. [It is also possible to

choose the supply voltage such that

V

r

> 7(0), but that arrangement has

the disadvantage of drawing standby

current when all inputs are in the 0

state.]

pulse magnitude is (approximately) equal to the largest input pulse (regardless
of whether the system uses positive or negative logic).

A second mode of operation of the or circuit of Fig. 6-3 is possible if VR
is set equal to a voltage more positive than 7(0) by at least Vy . For this

condition all diodes conduct in the 0 state, and v0 ~ 7(0) if R » Rs + Rf . If

one or more inputs are excited, then the diode connected to the most negative
7(1) conducts, the output equals this value of 7(1), and all other diodes are
back-biased. Clearly, the or function has been satisfied.

A third mode of operation of the circuit of Fig. 6-3 results if we select
VR < 7(0). This arrangement has the disadvantage that the output will not
respond until the input falls enough to overcome the initial reverse bias of the
diodes.

Boolean Identities If it is remembered that A, B, and C can take on
only the value 0 or 1, the following equations from Boolean algebra pertaining
to the or (+) operation are easily verified:

A+B + C= (A +B) + C = A + (B+C) (6-3)

A + B = B + A (6-4)

A + A = A (6-5)

A + 1 = 1 (6-6)

A + 0 = A (6-7)

These equations may be justified by referring to the definition of the or
operation, to a truth table, or to the action of the or circuits discussed above.

6-3 THE AND GATE 1

An and gate has two or more inputs and a single output, and it operates in

accordance with the following definition: The output of an and assumes the 1

state if and only if all the inputs assume the 1 state. A symbol for the and
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Y=AB"'N

(a)

Input Output

A B y

0 0 0

0 1 0

1 0 0

1 1 i

(b)

Fig. 6-4 (a) The standard symbol for

an and gate and its Boolean expres-

sion; the truth table for a two-input and

gate.

circuit is given in Fig. 6-4 a, together with the Boolean expression for this

gate. The equation is to be read 11 Y equajs A and B and . . . and N.”
[Sometimes a dot (•) or a cross (X) is placed between symbols to indicate

the and operation.] It may be verified that the two-input truth table of

Fig. 6-46 is consistent with the above definition of the and operation.

A diode-logic (DL) configuration for a negative and gate is given in Fig.

6-5o. To understand the operation of the circuit, assume initially that all

source resistances R 3 are zero and that the diodes are ideal. If any input is

at the 0 level 7(0), the diode connected to this input conducts and the out-

put is clamped at the voltage 7(0), or Y = 0. However, if all inputs are at

the 1 level 7(1), then all diodes are reverse-biased and vQ ~ 7(1), or Y = 1.

Clearly, the and operation has been implemented. The and gate is also

called a coincidence circuit.

A positive-logic and gate uses the same configuration as that in Fig. 6-5o,

except that all diodes are reversed. This circuit is indicated in Fig. 6-56 and

should be compared with Fig. 6-3. It is to be noted that the symbol 7(0) in

Fig. 6-3 designates the same voltage as 7(1) in Fig. 6-56 because each repre-

sents the upper binary level. Similarly, 7(1) in Fig. 6-3 equals 7(0) in Fig.

6-56, since both represent the lower binary level. Hence these two circuits

are identical, and we conclude that a negative or gate is the same circuit as a

positive and gate. This result is not restricted to diode logic, and by using

Boolean algebra, we show in Sec. 6-8 that it is valid independently of the

hardware used to implement the circuit.

VWV(D]

Fig. 6-5 A diode-logic and circuit for (a) negative logic and (b) positive logic.
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In Fig. 6-56 it is possible to choose VR to be more positive than 7(1).
If this condition is met, all diodes will conduct upon a coincidence (all inputs
in the 1 state) and the output will be clamped to 7(1). The output impedance
is low in this mode of operation, being equal to (R„ + R,)/n in parallel with
R. On the other hand, if 7ft = 7(1), then all diodes are cut off at a coin-
cidence, and the output impedance is high (equal to R). If for any reason
not all imputs have the same upper level 7(1), then the output of the positive
and gate of Fig. 6-56 will equal 7(l) mi „, the least positive value of 7(1).
Note that the diode connected to 7(1) mi „ conducts, clamping the output to
this minimum value of 7(1) and maintaining all other diodes in the reverse-
biased condition. If, on the other hand, VR is smaller than all inputs 7(1),
then all diodes will be cut off upon coincidence and the output will rise to
the voltage 7*. Similarly, if the inputs are pulses, then the output pulse will
have an amplitude equal to the smallest input amplitude [provided that Vr is

greater than 7(l) min],

Boolean Identities Since A, B, and C can have only the value 0 or 1,
the following expressions involving the and operation may be verified:

ABC = (AB)C = A(BC)

AB = BA

AA = A

A 1 = A

A0 = 0

A(B + C) = AB + AC

(6-8)

(6-9)

(6-10)

(6-11)

(6-12)

(6-13)

These equations may be proved by reference to the definition of the and
operation, to a truth table, or to the behavior of the and circuits discussed
above. Also, by using Eqs. (6-11), (6-13), and (6-6), it can be shown that

A + AB = A
(6-14)

Similarly, if follows from Eqs. (6-13), (6-10), and (6-6) that

A + BC = {A + B) {A + C) (6-15)

We shall have occasion to refer to the last two equations later.

6-4 THE NOT, OR INVERTER, CIRCUIT

The not circuit has a single input and a single output and performs the oper-
ation of logic negation in accordance with the following definition: The output
of a not circuit takes on the 1 state if and only if the input does not take on the
1 state. The standard to indicate a logic negation is a small circle drawn at
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(a) (
b)

(0 (d)

Fig. 6-6 Logic negation at (a) the input and (b) the output of a logic block;

(c) a symbol often used for a not gate and the Boolean equation; (d)

the truth table.

the point where a signal line joins a logic symbol. Negation at the input of

a logic block is indicated in Fig. 6-6a and at the output in Fig. 6-66. The

symbol for a not gate and the Boolean expression for negation are given in

Fig. 6-6c. The equation is to be read “7 equals not A ” or “Y is the comple-

ment of A.” [Sometimes a prime (') is used instead of the bar (“) to indicate

the not operation.] The truth table is given in Fig. 6-6d.

A circuit which accomplishes a logic negation is called a not circuit, or,

since it inverts the sense of the output with respect to the input, it is also

known as an inverter. The output of an inverter is relatively more positive

if and only if the input is relatively less positive. In a truly binary system

only two levels 7(0) and 7(1) are recognized, and the output, as well, as the

input, of an inverter must operate between these two voltages. When the

input is at 7(0), the output must be at 7(1), and vice versa. Ideally, then, a

not circuit inverts a signal while preserving its shape and the binary levels

between which the signal operates.

The transistor circuit of Fig. 6-7 implements an inverter for positive logic

having a 0 state of 7(0) = Vee and a 1 state of 7(1) = 7cc- If the input

is low, Vi = 7(0), then the parameters are chosen so that the Q is off, and

hence v0 = VCc = 7(1). On the other hand, if the input is high, Vi = 7(1),

then the circuit parameters are picked so that Q is in saturation and then

v0 = Yee = 7(0), if we neglect the collector-to-emitter saturation voltage

VCE,sat- A detailed calculation of quiescent conditions is made in the follow-

ing example.

Fig. 6-7 An inverter for positive logic. A

similar circuit using a p-n-p transistor is

used for a negative-logic not circuit.
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EXAMPLE If the silicon transistor in Fig. 6-8 has a minimum value of hFE of

30, find the output levels for input levels of 0 and 12 V.

Solution For v{
—

7(0) = 0 the open-circuited base voltage VB is

VB = -12 X
15

100 + 15
-1.56 V

Since a bias of about 0 V is adequate to cut off a silicon emitter junction (Table 5-1,
page 142), then Q is indeed cut off. Hence v0

= 12 V for v{
= 0.

For Vi = 7(1) = 12 V let us verify the assumption that Q is in saturation.
The minimum base current required for saturation is

hpz

It is usually sufficiently accurate to use the approximate values for the saturation
junction voltages given in Table 5-1, which for silicon are 7Ui#t = 0.8 V and
VCB ,nat 0.2 V. With these values

/c = 12

2
2°

2 = 5 36 mA ^ = 0.18 mA

h = — — = 0.75 mA
15

/, , 2 . o.i3 mA
and

100

Id = 1

1

— It = 0.75 — 0.13 = 0.62 mA

Since this value exceeds (/^) min , Q is indeed in saturation and the drop across the
transistor is Fc^.aat- Hence v0 = 0.2 V for Vi = 12 V, and the circuit has performed
the not operation.

If the input to the inverter is obtained from the output of a similar gate,
the input levels are 7(0) = VCjsm i = 0.2 V and 7(1) = 12 V. The corresponding
output levels are 12 and 0.2 V, respectively.

The capacitor C across Ri in I ig. 6-7 is added to improve the transient
response of the inverter. This capacitor aids in the removal of the minority-
carrier charge stored in the base when the signal changes abruptly between

Fig. 6-8 An inverter calculation.
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logic states. A discussion of this phenomenon, including rise time, fall time,

and storage time, is given in the following section. The order of magnitude

of C is 100 pF, but its exact value depends upon the transistor.

Transistor Limitations There are certain transistor characteristics as well

as certain circuit features which must particularly be taken into account in

designing transistor inverters.

1. The back-bias emitter-junction voltage VEb> This voltage must not

exceed the emitter-to-base breakdown voltage BVEbo specified by the

manufacturer. For the type 2N914, BVebo = 5 V, and for the 2N1304,

BVebo = 25 V. However, for some (diffused-base) transistors, BYEB0 may

be quite small (less 'than 1 V).

2. The dc current gain hFE . Since hFE decreases with decreasing tem-

perature, the circuit must be designed so that at the lowest expected temper-

ature the transistor will remain in saturation. The maximum value of Ri is

determined principally by this condition.

3. The reverse collector saturation current Icbo • Since I/caoI increases

about 7 percent/
0C (doubles every 10°C for either germanium or silicon), we

cannot continue to neglect the effect of Icbo at high temperatures. At cut-

off the emitter current is zero and the base current is Icbo (in. a direction

opposite to that indicated as IB in Fig. 6-8). Let us calculate the value of

Icbo which just brings the transistor to the point of cutoff. If we assume,

as in Table 5-1, that at cutoff, VBE = 0 V, then /i = 0 and the drop across

the 100-K resistor is

100 Icbo = 12 V or Icbo = 0.12 mA

The ambient temperature at which Icbo = 0.12 mA = 120 juA is the maxi-

mum temperature at which the inverter will operate satisfactorily. A silicon

transistor can be operated at temperatures in excess of 185°C.

Boolean Identities From the basic definition of the not, and, and or

connectives we can verify the following Boolean identities:

A = A
,

(6-16)

A + A = 1 (6-17)

AA = 0 (6-18)

A + AB = A + B (6-19)

EXAMPLE Verify Eq. (6-19).

Solution Since £ + 1 = 1 and Al = A, then

A + AB = A(B + 1) + AB = AB + A + AB = (A + A)B + A = B + A

where use is made of Eq. (6-17).
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6-5 TRANSISTOR SWITCHING TIMES 2

If a pulse is applied to an inverter, the transistor acts as a switch, since
it operates from cutoff to saturation and then returns to cutoff. We now
turn our attention to the behavior of the transistor inverter as it makes a
transition from one state to the other. We consider the transistor circuit
shown in Fig. 6-9o, driven by the pulse waveform shown in Fig. 6-96. This
waveform makes transitions between the voltage levels V2 and V2 . At V 2

the transistor is at cutoff, and at V 2 the transistor is in saturation. The
input waveform v { is applied between base and emitter through a resistor
R„ which represents /2i||R 2 of Fig. 6-7 (assume that C is not present).

The response of the collector current ic to the input waveform, together
with its time relationship to that waveform, is shown in Fig. 6-9c. The cur-
rent does not immediately respond to the input signal. Instead, there is a
delay, and the time that elapses during this delay, together with the time
required for the current to rise to 10 percent of its maximum (saturation)
value Ics ~ VCc/Rl, is called the delay time td . The current waveform has
a nonzero rise time tr> which is the time required for the current to rise through
the active region from 10 to 90 percent of Ics- The total turn-on time t0N is
the sum of the delay and rise time, <on = td + tr . When the input signal
returns to its initial state at t = T, the current again fails to respond imme-
diately. The interval which elapses between the transition of the input
waveform and the time when ic has dropped to 90 percent of Ics is called the
storage time t„ The storage interval is followed by the fall time tf ,

which is
the time required for ic to fall from 90 to 10 percent of ICs- The turnoff

Fig. 6-9 The pulse waveform in (b) drives the transistor in (a) from cutoff to satura-
tion and back again, (c) The collector-current response to the driving input pulse.
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time toFF is defined as the sum of the storage and fall times, <0ff = ts + if.

We shall consider now the physical reasons for the existence of each of these

times. The actual calculation of the time intervals (td ,
t„ ta ,

and </) is com-

plex, and the reader is referred to Ref. 2. Numerical values of delay time,

rise time, storage time, and fall time for the Texas Instruments n-p-n epitaxial

planar silicon transistor 2N3830 under specified conditions can be as low as

td = 10 ns, tr = 50 ns, t, = 40 ns, and tj = 30 ns.

The Delay Time Three factors contribute to the delay time. First,

when the driving signal is applied to the transistor input, a nonzero time is

required to charge up the emitter-junction transition capacitance so that the

transistor may be brought from cutoff to the active region. Second, even

when the transistor has been brought to the point where minority carriers

have begun to cross the emitter junction into the base, a time interval is

required before these carriers can cross the base region to the collector junc-

tion and be recorded as collector current. Finally, some time is required for

the collector current to rise to 10 percent of its maximum.

Rise Time and Fall Time The rise time and the fall time are due to the fact

that, if a base-current step is used to saturate the transistor or return it from

saturation to cutoff, the transistor collector current must traverse the active

region. The collector current increases or decreases along an exponential curve

whose time constant rr can be shown to be given by rr = hFE (CcRc + 1/cor),

where Cc is the collector transition capacitance and cor is the radian frequency

at which the current gain is unity (Sec. 11-3).

Storage Time The failure of the transistor to respond to the trailing

edge of the driving pulse for the time interval ts (indicated in Fig. 6-9c) results

from the fact that a transistor in saturation has a saturation charge of excess

minority carriers stored in the base. The transistor cannot respond until this

Density of

minority

carriers

Cutotf

Emitter Base

x = 0

Collector

x=W

Fig. 6-10 Minority-carrier concen-

tration in the base for cutoff, active,

and saturation conditions of oper-

ation.
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Emitter Collector

junction junction

Fig. 6 - 11 The minority-carrier density in the

base region. The concentrations at x = 0

and x = W are governed by the law of the

junction [(Eq. 3-4)].

ij

(a)
+ V.

—Bine- P
n

Vc +

saturation excess charge has been removed. The stored charge density in the
base is indicated in Fig. 6-10 under various operating conditions.

The concentration of minority carriers in the base region decreases linearly
from pnoe

v“lvT at x = 0 to pnoe
vcivT at x = W, as indicated in Fig. 6-116. In

the cutoff region, both VE and Vc are negative, and p„ is almost zero every-
where. In the active region, VB is positive and Vc negative, so that pn is
large at x - 0 and almost zero at x = W. Finally, in the saturation region,
where 7* and Vc are both positive, p„ is large everywhere, and hence a large
amount of minority-carrier charge is stored in the base. These densities are
pictured in Fig. 6-10.

_

Consider that the transistor is in its saturation region and that at t = T
an input step is used to turn the transistor off, as in Fig. 6-9. Since the
turnoff process cannot begin until the abnormal carrier density (the heavily
shaded area of Fig. 6-10) has been removed, a relatively long storage delay
time ta may elapse before the transistor responds to the turnoff signal at the
input. In an extreme case this storage-time delay may be two or three times
the rise or fall time through the active region. It is clear that, when tran-
sistor switches are to be used in an application where speed is at a premium,
it is advantageous to reduce the storage time. By adding the capacitor C
across the base resistor (Fig. 6-7), an impulsive current will flow out of the
base at the time T at the end of the pulse. If C is properly chosen, 3 this
impulsive current will instantaneously reduce t, to zero. A method for pre-
venting a transistor from saturating, and thus eliminating storage time, is
given in Sec. 7-13.

6-6 THE INHIBIT (ENABLE) OPERATION

A not circuit preceding one terminal
(S) of an and gate acts as an inhibitor.

This modified and circuit implements the logical statement. If A = 1
,
B = 1

,

'
' '
M = 1, then Y = 1 provided, that S = 0. However, if S = 1

,’
then the
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Fig. 6-12 (a) The logic block and

Boolean expression for an and with

an enable terminal S . (b) The

truth table for Y = ABS. The col-

umn on the left numbers the eight

possible input combinations.

coincidence of A, B, . . . ,
M is inhibited, and 7 = 0. Such a configuration

is also called an anticoincidence circuit. The logical block symbol is drawn in

Fig. 6-12a, together with its Boolean equation. The equation is to be read

“7 equals A and B and . . . andM and not S.” The truth table for a three-

input and gate with one inhibitor terminal (S) is given in Fig. 6-126.

The terminal S is also called a strobe or an enable input. The enabling

bit S = 0 allows the gate to perform its and logic, whereas the inhibiting bit

S = 1 causes the output to remain at 7 = 0, independently of the values of

the input bits.

A combination of the and circuit of Fig. 6-56 and the inverter of Fig. 6-8

satisfying the logic given in the truth table (Fig. 6-126) is indicated in Fig. 6-13.

If either input A or B or both are in the 0 state, 7(0) =0 V, then at least one of

the diodes D 1 or D2 conducts and clamps the output to 0 V, or 7 = 0. This

argument verifies all items in the truth table except lines 4 and 8. Consider

now the situation where a coincidence occurs at A and B. If C is in the 0 state,

then Q is cut off, and the output of the not circuit is C = 1 (12 V). Hence all

(o)

Input Output

ABS y

1 0 0 0 0

2 0 10 0

3 10 0 0

4 110 1

5 0 0 1 0

6 Oil 0

7 10 1 0

8 111 0

(6)

Fig. 6-13 A positive-logic and circuit with a negation in-

put terminal.
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three diodes are reverse-biased and the output rises to 12 V, or Y = 1, which
verifies line 4 of the truth table. (If A, B

,
VR1 ,

and VR2 are not all equal to

the same voltage, the output will rise to the smallest of these values.) Finally,

consider the condition in line 8 of Fig. 6-126. If C is in the 1 state, then Q is

driven into saturation, and the output of the transistor drops to 0 V (ideally).

Hence (7 = 0, D3 conducts, and Y = 0, which indeed is the logic in the last

row of the truth table.

It is possible to have a two-input and, one terminal of which is inhibiting.

This circuit satisfies the logic: “The output, is true (1) if input A is true (1)

provided that B is not true (0) [or equivalently, provided that B is false (0)].”

Another possible configuration is an and with more than one inhibit terminal.

In a dynamic system, if an inhibit pulse is to allow more of the signal

to be transmitted through the gate, it is necessary that the inhibit pulse begin

earlier and last longer than the signal pulses.

6-7 THE EXCLUSIVE OR CIRCUIT

An exclusive or gate obeys the definition: The output of a two-input exclu-

sive or assumes the 1 state if one and only one input assumes the 1 state. The
standard symbol for an exclusive or is given in Fig. 6- 14a and the truth table

in Fig. 6-146. The circuit of Sec. 6-2 is referred to as an inclusive or if it is

desired to distinguish it from the exclusive or.

The above definition is equivalent to the statement : “If A = 1 or B = 1

but not simultaneously, then Y = 1” In Boolean notation,

Y = (A + B)(AB) (6-20)

This function is implemented in logic diagram form in Fig. 6-15a.

A second logic statement equivalent to the definition of the exclusive
or is the following: “If A = 1 and B = 0, or if B = 1 and A = 0, then Y = 1.”

The Boolean expression is

Y = AB + BA (6-21)

The block diagram which satisfies this logic is indicated in Fig. 6-156.

An exclusive or is employed within the arithmetic section of a computer.

Another application is as an inequality comparator, matching circuit
,
or detector

because, as can be seen from the truth table, Y = 1 only if A ^ B. This

Fig. 6-14 (a) The standard symbol for an

exclusive or gate and its Boolean expres-

sion; (b) the truth table. Y=A®B

Input Output

A B Y

0 0 0

0 1 1

1

1

0
1

1

A11 0

(a) (6)
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Fig. 6-15 Two logic block diagrams for the exclusive or gate.

property is used to check for the inequality of two bits. If bit A is not iden-
tical with bit B, then an output is obtained. Equivalently, “If A and B are

both 1 or if A and B are both 0, then no output is obtained, and Y = Q.”

This latter statement may be put into Boolean form as

Y = AB + AB (6-22)

This equation leads to a third implementation for the exclusive or block,

which is indicated by the logic diagram of Fig. 6-16a. An equality detector gives

an output Z = 1 if A and B are both 1 or if A and B are both 0, and hence

Z = Y = AB + AB (6-23)

where use was made of Eq. (6-16). If the output Z is desired, the negation
in Fig. 6-16a may be omitted or an additional inverter may be cascaded with
the output of the exclusive or.

A fourth possibility for this gate is

Y=(A + B)(A+B) (6-24)

which may be verified from the definition or from the truth table. This logic

is depicted in Fig. 6-166.

We have demonstrated that there often are several ways to implement
a logical circuit. In practice one of these may be realized more advantageously
than the others. Boolean algebra is sometimes employed for manipulating a
logic equation so as to transform it into a form which is better from the point

Fig. 6-16 Two additional logic block diagrams for the exclusive or gate.
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of view of implementation in hardware. In the next section we shall verify

through the use of Boolean algebra that the four expressions given above for the

exclusive or are equivalent.

Two-level Logic Digital design often calls for several gates (and, or,

or combinations of those) feeding into an or (or and) gate. Such a combina-

tion is known as two-level {or two-wide) logic. The exclusive or circuits of

Figs. 6-15 and 6-16 are examples of two-level logic. In the discussion of

digital systems in Chap. 17 it is found that the most useful logic array consists

of several ands which feed an or which is followed by a not gate. This

cascade of gates is called an and-or-invert (AOI) configuration. The
detailed circuit topology for an AOI is given in Fig. 17-2.

6-8 DE MORGAN’S LAWS

The statement "If and only if all inputs are true (1), then the output is true

(1)” is logically equivalent to the statement "If at least one input is false (0),

then the output is false (0).” In Boolean notation this equivalence is written

ABC * * * = A + 5 + C + * *
* (6-25)

If we take the complement of both sides of this equation and use Eq. (6-16),

we obtain

ABC - * = A + B + C + * *
* (6-26)

This equation and its dual,

A + B + C + •
• * = ABC • •

- (6-27)

(which may be proved in a similar manner), are known as De Morgan's laws.

These complete the list of basic Boolean identities. For easy future reference,

all these relationships are summarized in Table 6-4.

With the aid of Boolean algebra we shall now demonstrate the equivalence

of the four exclusive or circuits of the preceding section. Using Eq. (6-26),

it is immediately clear that Eq. (6-21) is equivalent to Eq. (6-24). Now the

latter equation can be expanded with the aid of Table 6-4 as follows:

{A + B){A + B) = AA + BA + AB + BB = BA + AB (6-28)

This result shows that the exclusive or of Eq. (6-21) is equivalent to that

of Eq. (6-24). Finally, applying Eq. (6-27) to Eq. (6-22) gives

AB +AB = (AB)(AB) (6-29)

From Eq. (6-26), we have

(AB){lB) = (A + B){1 +B ) = (A + B){A + B) (6-30)
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TABLE 6-4 Summary of basic Boolean identities

Fundamental laws

OR AND
A + 0 = A AO = 0

.

A + 1 = 1 A1 = A
A + A = A AA = A
A + A = 1 AA = 0

Associative laws

(A + B) + C - A + (5 + C)

Commutative laws

NOT
A + A = 1

AA = 0

A = A

(A£)C = A(5C)

A + 5 = £ + A AB = BA
Distributive law

A(B AC) = AB + AC
De Morgan's laws

AB • • = A + B + • • •

A +B + • • • = AS •

Auxiliary identities

A + AB = A A + AB = A + B
(A + B){A AC) ^ A ABC

where use is made of the identity A = A. Comparing Eqs. (6-29) and (6-30)

shows that the exclusive or of Eq. (6-22) is equivalent to that of Eq. (6-24).

With the aid of De Morgan's law we can show that an and circuit for

positive logic also functions as an or gate for negative logic. Let Y be the out-

put and A, B, . . . ,
N be the inputs to a positive and so that

Y = AB • •
• N (6-31)

Then, by Eq. (6-26),

F = A+ S+ -- -+ W (6-32)

If the output and all inputs of a circuit are complemented so that a 1 becomes
a 0 and vice versa, then positive logic is changed to negative logic (refer to

Fig. 6-1). Since Y and Y represent the same output terminal, A and A the

same input terminal, etc., the circuit which performs the positive and logic

in Eq. (6-31) also operates as the negative or gate of Eq. (6-32). Similar

reasoning is used to verify that the same circuit is either a negative and or a

positive or, depending upon how the binary levels are defined. We verified

this result for diode logic in Sec. 6-3, but the present proof is independent of

how the circuit is implemented.

It should now be clear that it is really not necessary to use all three con-

nectives or, and, and not. The or and the not are sufficient because, from
the De -Morgan law of Eq. (6-25), the and can be obtained from the or and
the not, as is indicated in Fig. 6-17a. Similarly, the and and the not may
be chosen as the basic logic circuits, and from the De Morgan law of Eq. (6-27),

the or may be constructed as shown in Fig. 6-176. This figure makes clear
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Fig. 6-17 (a) An or is converted into an and by inverting

all inputs and also the output, (b) An and becomes an

or if all inputs and the output are complemented.

once again that an or (and) circuit negated at input and output performs the

and (or) logic.

6-9 THE NAND AND NOR DIODE-TRANSISTOR LOGIC
(DTL) GATES

In Fig. 6-15a the negation before the second and could equally well be put
at the output of the first and without changing the logic. Such an and-not
sequence is also present in Fig. 6-176 and in many other logic operations.

This negated and is called a not-and, or a nand, gate. The logic symbol,
Boolean expression, and truth table for the nand are given in Fig. 6-18. The
nand may be implemented by placing a transistor not circuit after the diode
and in Fig. 6-13. Such a transposition is shown in Fig. 6-19. Circuits

involving diodes and transistors as in Fig. 6-19 are called diode-transistor logic

(DTL) gates.

EXAMPLE (a) Verify that the circuit of Fig. 6-19 is a positive nand for the

binary levels 0 and 12 V. Neglect source impedance and junction saturation

voltages and diode voltages in the forward direction. Find the minimum hFs .

(6) If the drop across a conducting diode is 0.7 V and if the sum of source and
diode resistances is 1 K, is the nand logic satisfied? (c) Will the circuit operate

Y=AB

Input Output

A B Y

0 0 1

0 1 1

1 0 1

1 1 0

(a) (b)

Fig. 6-18 (a) The logic symbol and Boolean

expression for a two-input nand gate; (b)

the truth table.

Y
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(a) 0—12 V (b)

Fig. 6-19 (a) A three-input positive nand (or negative nor) gate; (b) a

collector catching or clamping diode may be used to improve the charac-

teristics of the output circuit.

properly if the inputs are obtained from the outputs of similar xaxd gates?

Assume silicon transistors and diodes and neglect collector saturation resistance

and diode forward resistance.

Solution a. If any input is at 0 V, then the junction point P of the diode:- is at

0 V because a diode conducts and clamps this point to 7(0) = 0. The base

voltage of the transistor is then

F*-- (12)

(

Hence Q is cut off and Y is at 12 V, or Y = 1. This result confirms the first three

rows of the truth table of Fig. 6-186.

If all inputs are at 7(1) = 12 V, assume that all diodes are reverse-biased and

that the transistor is in saturation. We shall now verify that these assumptions

are indeed correct. If Q is in saturation, then with Vbe ~
0, the voltage at P is

(12)(-g--J) = 6 V. Hence, with 12 V at each input, all diodes are reverse-biased

by 6 V. Since the diodes are nonconducting, the two 15-K resistors are in series

and the base current of Q is

— - — - = 0.40 - 0.12 = 0.28 mA
30 100

Since the collector current is

12 5 45
Ic = — = 5.45 mA and (hF£) min = = 19

2.2 0.28

then Q will indeed be in saturation if h FK > 19. Under these circumstances the

output is at ground, or Y = 0. This result confirms the last row of the truth table.

6. The transistor must be off if at least one input is at 0. The worst case

occurs when all diodes except one are reverse-biased, because then the voltage at P
is a maximum. For this case, the Th6vcnin's equivalent from P to ground is,
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0.7 V

4^0.2 V 100K

Base

(C)

Fig. 6-20 Relating to the calculation of the base voltage of the transistor in the

circuit of Fig. 6-19.

from Fig. 6-20a, a voltage of

(12)
(ii)

+ (0 '7)
(if)

= 0-75 + 0-66 = L41 v

in series with a resistance of (l)(rf) — 0.94 K. The open-circuit voltage at the
base of the transistor is, from Fig. 6-206,

V* - - <12)
(iSs) + (L41)

(sn)
- -1-08-H1.31 - —0.44 V

This voltage is more than adequate to reverse-bias Q, and hence nand

/

logic is

satisfied.

c. If the inputs are high, the situation is exactly as in part a. With respect

to keeping the base node at a low voltage when there is no coincidence, the worst
situation occurs when all but one input are high. The low input now comes from
a transistor in saturation, and Vce ,^ t

~ 0.2 V. The open-circuit voltage at

the base of Q is, from Fig. 6-20c,

v’ " ~ <12)
(in)

+ (0 ' 9)
(ns)

' ~°-78 v

which cuts off Q and Y —
I, as it should.

If we neglect the inherent speed limitations of the transistor the rise time
of the output, when Q is cut off, depends upon the shunt capacitance Cs and
the collector resistance R c . If VCc is increased, then for fixed values of Cs

and R£} less time is required to reach the particular voltage at which the
next stage switches (is driven into saturation). If such an increased value of

Vcc [>F(1)] is used, a collector clamping diode is often added, as indicated
in Tig. 6-196. This diode limits the collector voltage of Q to F{1) and also

prevents the following stage from being driven too heavily into saturation.

Secondarily, the diode helps to reduce the time to discharge Cs when Q is

driven into saturation by providing a lower collector starting voltage.
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Fig. 6-21 (a) The logic symbol and Boo-

lean expression for a two-input nor gate;

(b) the truth table.

(a) 0b)

A nor Gate A negation following an or is called a not-or, or a nor
gate. The logic symbol; Boolean expression; and truth table for the nor are

given in Fig. 6-21. A positive nor circuit is implemented in Fig. 6-22a by a

cascade of a diode or and a transistor inverter.

In Fig. 6-22a the base supply — VBB may also be used as the reference

voltage VR for the or, and hence Vr and R may be omitted from the circuit.

Such a simplified configuration is indicated in Fig. 6-22b for the specific binary

levels F(0) = 0 and 7(1) = 12 V. We can readily confirm that this circuit

obeys nor logic. If all inputs are in the 0 state, all diodes conduct and the

input to the inverter is 0 V. If any input is high, the diode connected to

this input conducts and all other diodes are reverse-biased. The voltage at

the diode node P is now 7(1) = 12 V. Hence, from input to point P, the

or function has been satisfied. Since from P to the output we have an
inverter identical with that in Fig. 6-8, no further calculations are necessary

to justify nor operation. The direct connection from the junction of the or
diodes to the external pin C is convenient for expanding the number of inputs

by adding more diodes as needed.

Y=A + B

Input Output

A B Y

0 0 1

0 1 0

1 0 0

1 1 0
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The circuits of Figs. 6-19 and 6-22 employ diocle-transistor logic (DTL).
The nand and nor may also be implemented in other configurations, as is

indicated in Secs. 6-12 and 6-14. With the aid of De Morgan’s laws, it can
be shown that, regardless of the hardware involved, a positive nand is also
a negative nor, whereas a negative nand may equally well be considered a
positive nor.

It is clear that a single input nand is a not. Also, a nand followed by a
not is an and. In Sec. 6-8 it is pointed out that all logic can be performed
by using only the two connectives and and not. Therefore we now conclude
that, by repeated use of the nand circuit alone, any logical function can be
carried out. A similar argument leads equally well to the result that all logic
can be performed by using only the nor circuit.

EXAMPLE Verify that two-level axd-or topology is equivalent to a nand-
nand system.

Solution The axd-or logic is indicated in Fig. 6-22a. Since X = X, then
inverting the output of an and and simultaneously negating the input to the
following or does not change the logic. These modifications are made in Fig.
6-226. We have also negated the output of the or gate and, at the same time,
have added an inverter to Fig. 6-226, so that once again the logic is unaffected’.
An or gate negated at each terminal is an and circuit (Fig. 6-17a). Since an
and followed by an inverter is a nand then Fig. 6-22c is equivalent to Fig. 6-226.
Hence, the nand-.vaxd of Fig. 6-22c is equivalent to the and-or of Fig. 6-22a.

If any of the inputs in Fig. 6-22 are obtained from the output of another
gate then the resultant topology is referred to as three-level logic.

6-10 MODIFIED (INTEGRATED-CIRCUIT) DTL GATES 5

Most logic gates are fabricated as an integrated circuit (IC). This process is

described in the next chapter, where it is demonstrated that all transistors,
diodes, resistors, and capacitors in a fairly complicated circuit may be shaped
within a tiny chip of single-crystal silicon (approximately 50 mil by 50 mil in
surface area and 1 mil thick). It turns out that large values of resistance
(above 30 IC) and of capacitance (above 100 pF) cannot be fabricated eco-
nomically. On the other hand, transistors and diodes may be constructed
very inexpensively. In view of these facts, the nand gate of Fig. 6-19 is

modified for integrated-circuit implementation by eliminating the capacitor
Ci, reducing the resistance values drastically, and using diodes or transistors
to replace resistors wherever possible. At the same time the power-supply
requirements are simplified so that only a single 5-V supply is used (instead
of the three separate voltages of Fig. 6-196). The resulting circuit is indi-
cated in Fig. 6-23.
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vcc = 5 V 5 V

Fig. 6-23' An integrated positive DTL nand gate.

The operation of this positive nand gate is easily understood qualita-

tively. If at least one of the inputs is low (the 0 state), the diode D con-

nected to this input conducts and the voltage VP at point P is low. Hence
diodes Dl and D2 are nonconducting, IB = 0, and the transistor is off.

Therefore the output of Q is high and Y is in the 1 state. This logic satisfies

the first three rows of the truth table in Fig. 6-18. Consider now the case

where all inputs are high (1) so that all input diodes D are cut off. Then VP

tries to rise toward VCc, and a base current IB results. If IB is sufficiently

large, Q is driven into saturation and the output Y falls to its low (0) state,

thus satisfying the fourth row of the truth table.

This nand gate is considered quantitatively in the following illustrative

example. The necessity for using two diodes Dl and D2 in series is explained.

False logic can be caused by switching transients, power-supply noise spikes,

coupling between leads, etc. The noise margins that this circuit can tolerate

are calculated below

EXAMPLE (a) For the transistor in Fig. 6-23 assume (Table 5-1) that VBstn t =
0.8 V, Vy = 0.5 V, and Fc£, aat

= 0.2 V. The drop across a conducting diode is

0.7 V and Vy (diode) = 0.6 V. The inputs of this switch are obtained from the

outputs of similar gates. Verify that the circuit functions as a positive nand and
calculate (hFB) m]a . (b

)

Will the circuit operate properly if D2 is not used? (c)

If all inputs are high, what is the magnitude of the noise voltage at the input

which will cause the gate to malfunction? (d) Repeat part c if at least one input
is low. Assume, for the moment, that Q is not loaded by a following stage.

Solution a . The logic levels are VCe, 3^ = 0.2 V for the 0 state and VCc = 5 V
for the 1 state. If at least one input is in the 0 state, its diode conducts and VP =
0.2 + 0.7 = 0.9 V. Since, in order for Dl and D2 to be conducting, a voltage
of (2; (0.7) = 1.4 V is required, these diodes are cut off, and Vbe = 0. Since the

cutin voltage of Q is Vy = 0.5 V, then Q is off, the output rises to 5 V, and 7 = 1.

This confirms the first three rows of the nand truth table.
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If all inputs are at 7(1) =5 V, then we shall assume that all input diodes
are off, that Dl and D2 conduct, and that Q is in saturation. If these conditions
are true, the voltage at P is the sum of two diode drops plus VBE lBat ,

or VP =
0.7 + 0.7 + 0.8 = 2.2 V. The voltage across each input diode is 5 — 2.2 = 2.8 V
in the reverse direction, thus justifying the assumption that D is off. We now
find (hPE) min to put Q into saturation.

T
Vcc — Vp 5 — 2.2h = = — = 0.56 mA

o 5

j _ VBE, aat 0.8 „

o 5

Ib — I\ — Ii = 0.56 — 0.16 = 0.40 mA

_ VCC — VcE, szt _ 5 — 0.2

2.2 2.2
2.18 mA

and

(h x _ Ic _ 2.18 c K\flFE) min _ — — 5.5
Ib 0.40

If hpE > (kps) min, then Y — 7(0) for all inputs at 7(1), thus verifying the last
line in the truth table in Fig. 6-18.

b. If at least one input is at 7(0), then VP = 0.2 + 0.7 = 0.9 V. Hence,
if only one diode Dl is used between P and B

,
then VBE = 0.9 — 0.6 = 0.3

where 0.6 V represents the diode cutin voltage. Since the cutin base voltage is

^ y
~ 0*5 V, then theoretically Q is cut off. However, this is not a very conserva-

tive design because a small (>0,2 \) spike of noise will turn Q on. An even
more conservative design uses three diodes in series, instead of the two indicated
in Fig. 6-23.

c. If all inputs are high, then from part a, VP = 2.2 V and each input diode
is reverse-biased by 2.8 V. A diode starts to conduct when it is forward-biased
by 0.6 V. Hence a negative noise spike in excess of 2.8 + 0.6 = 3.4 V must be
present at the input before the circuit manfunctious. Such a large noise voltage is

improbable.

d. If at least one input is low, then from part a, VP = 0.9 V and Q is off.
If a noise spike takes Q just into its active region, VBE = Vy = 0.5 and VP must
increase to 0.5 + 0.6 + 0.6 = 1.7 V. Hence the noise margin is 1.7 — 0.9 =
0.8 V. If only one diode Dl were used, the noise voltage would be reduced by
0.6 V (the drop across D2 at cutin) to 0.8 - 0.6 = 0.2 V. This confirms the value
obtained in part b.

Fan-out In the foregoing discussion we have unrealistically assumed that
the nand gate is unloaded. If it drives N similar gates, we say that the
fan-out is N. The output transistor now acts as a sink for the current in the
input to the gates it drives. In other words, when Q is in saturation (Y ~ 0),
the input current / in Fig. 6-23 of a following stage adds to the collector
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Fig. 6-24 A modified integrated positive DTL nand gate with

increased fan-out.

current of Q. Assume that all the input diodes to a following stage (which
is now considered to be a current source) are high except the one driven by
Q. Then the current in this diode is I = (5 — 0.9)/5 = 0.82 mA. This
current is called a standard load . The total collector current of Q is now
Ic = 0.82N + 2.18 mA, where 2.18 mA is the unloaded collector current

found in part a of the preceding example. Since the base current is almost
independent of loading, 1b remains at its previous value of 0.4 mA. If

we assume a reasonable value for (Hfe) min of 30, the fan-out is given by
Ic ~ ^feI Bj or

Ic = 0.82AT + 2.18 = (30) (0.40) = 12.0 mA (6-33)

and N = 12. Of course, the current rating of Q must exceed 12.0 mA if we
are to drive 12 gates.

The fan-out may be increased considerably by replacing D 1 by a tran-

sistor Ql
}
as indicated in Fig. 6-24. When Q\ is conducting, it is in its active

region and not in saturation. This statement follows from the fact that the
current in the 2-K resistance is in the direction to reverse-bias the collector

junction of the n-p-n transistor Ql. Since the emitter current of Ql supplies

the base current of Q2, then Q2 is driven by a much higher base current than
is Q in Fig. 6-23. For the same (hFE ) min of the output transistors in Figs.

6-23 and 6-24, it is clear that the latter circuit has the larger collector current,

and hence the larger fan-out.

EXAMPLE If (hFE)min = 30, calculate the fan-out N for the nand gate of

Fig. 6-24. From Table 5-1, FBE, active = 0.7 V.
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Solution As with the circuit of Fig. 6-23, if any input is low, then VP =
0.9 V, and both Q 1 and D2 are off. Hence Vbe* = 0, Q2 is off, and Y = 1.

If, however, all inputs are high, the input diodes are off, Q2 goes into saturation,
and

Vp = VBE I, active + Yd 2 + VBE2, ea t
— 0.7 + 0.7 + 0.8 = 2.2 V

Since Ql is in its active region, ICI = hFEIB i. As indicated in Fig. 6-24, the cur-
rent in the 2-K resistor is hi (remember that each D is cut off), and the current
in the 1.75-K resistor is h = hi + la = (1 + hFE)IB i. Applying KVL between
Vcc and VP ,

we have, for hFE = 30,

5-2.2= (1.75)(31)7bi + 27bi (6-34)

or

hi = 0.050 mA I Y — (31)(0.050) = 1.55 mA

Iz — 0.8/5 — 0.16 mA h* = 1.55 — 0.16 — 1.39 mA

The unloaded collector current of Q2 is (5 - 0.2) /2.2 = 2.18 mA. For each gate
which it drives, Q2 must sink a standard load of

5 - 0.7 - 0.2

1.75 + 2
1.10 mA

Since the maximum collector current is hFEhz }
then

Icz = (30)(1.39) = 1.1QN + 2.18 = 41.7 mA (6-35)

and N = 36. The fan-out has been increased to 36 for the same hFF which resulted
in only 12 for the circuit of Fig. 6-22.

The above calculation assumes that the current rating of Q2 is at least 41.7 mA.
On the other hand, if (Ic *)ma* is limited to, say, 15 mA, then LION + 2.18 = 15,

or N ~ 11. To drive these 11 gates requires that hfE,^ = Ic *, 'h

*

= 15/1.39 =
10.8, which is a very small number.

The fan-in M of a logic gate gives the number of inputs to the switch.
.For example, in Fig. 6-24, M = 3.

Wired Logic It is possible to connect the outputs of several DTL gates
together, as in Fig. 6-25, to perform additional logic without additional hard-
ware. If positive nand logic is under consideration, this connection is called

a wired-and, phantom-and, dotted-and, or implied-and. Thus, if both Fi = 1

and Y 2 — 1
,
then Y = 1

,
whereas if Y1 = 0 and/or F2 = 0, then Y = 0.

The circuit of Fig. 6-24 also represents a negative nor gate, and con-
necting two outputs together as in Fig. 6-25 now represents negative wired-OR
logic. If Y\ and/or F 2 is in the low state (wdiich is now the 1 state), then Y
is also in the low state (Y = 1), whereas if Y\ and Y 2 are both high (the 0
state), then Y is also high (F = 0).
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5 V 5 V

DTL gate DTL gate

(a) ( b

)

Fig. 6-25 (a) Wired-AND logic is obtained by connecting the outputs of

positive nand gates together; (b) a two-input and a three-input nand gate

wired-AND together to perform the logic in Eq. (6-36).

Consider two positive nand gates wired-AND together as in Fig. 6-256.

Then Y\ — AB and Y 2 = CDE. Hence

Y = Y,Y2 = (AB)(CDE

)

= AB + CDE (6-36)

where use is made of De Morgan’s law. Note that the wired-AND has led to

an implementation of the AOI two-level logic (Sec. 6-7). Because of the +
sign in Eq. (6-36), the connection in Fig. 6-25 is often incorrectly referred to

as a positive wired-OR.

Note that the wired-AND connection places the collector resistors in

Fig. 6-25a in parallel. This reduction in resistance increases the power dis-

sipation in the on state. In order to avoid this condition open-collector gates

are available specifically for wired-AND applications.

6-11 HIGH-THRESHOLD-LOGIC (HTL) GATE 5

In an industrial environment the noise level is quite high because of the pres-

ence of motors, high-voltage switches, on-off control circuits, etc. By using

a higher supply voltage (15 V instead of 5 V) and a 6.9-V Zener diode in place

of D2 in the DTL gate of Fig. 6-24, this circuit is converted into the high-

noise-immunity gate of Fig. 6-26. The resistances are increased in Fig. 6-26

with respect to those in Fig. 6-24, so that approximately the same currents

are obtained in both circuits. The noise margin obtained with this circuit is

typically 7 V (Prob. 6-44).
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Fig. 6-26 A high-threshold-logic

nand gate.

15 V

6-12 TRANSISTOR-TRANSISTOR-LOGIC (TTL) GATE 6

The fastest-saturating logic circuit is the transistor-transistor-logic gate (TTL,
or T 2L), shown in Fig. 6-27. This switch uses a multiple-emitter transistor

which is easily and economically fabricated using integrated-circuit techniques
(Sec. 7-7). The TTL circuit has the topology of the DTL circuit of Fig. 6-23,

with the emitter junctions of Ql acting as the input diodes D of the DTL
gate and the collector junction of Ql replacing the diode D 1 of Fig. 6-23.

The base-to-emitter diode of Q2 is used in place of the diode D2 of the DTL
gate, and both circuits have an output transistor (Q3 or Q). .

The explanation of the operation of the TTL gate parallels that of the
DTL switch. Thus, if at least one input is at 7(0) = 0.2 V, then

VP = 0.2 + 0.7 = 0.9V

For the collector junction of Ql to be forward-biased and for Q2 and Q3 to

be on requires about 0.7 + 0.7 + 0.7 = 2.1 V. Hence these are off; the
output rises to VCc = 5 V, and Y = 7(1). On the other hand, if all inputs are

high (at 5 V), the input diodes (the emitter junctions) are reverse-biased and
7p rises toward Vcc and drives Q2 and Q3 into saturation. Then the output
is VCe,bat = 0.2 V, and Y = 7(0) (and VP is clamped at about 2.3 V).

The above explanation indicates that Q 1 acts like isolated back-to-back
diodes, and not as a transistor. However, we shall now show that, during
turnoff, Ql does exhibit transistor action, thereby reducing storage time (Sec.

6-5) considerably. Note that the base voltage of Q2, which equals the col-

lector voltage of Ql, is at 0.8 + 0.8 = 1.6 V during saturation of Q2 and
Q3. If now any input drops to 0.2 V, then VP = 0.9 V, and hence the base
of Ql is at 0.9 V. At this time the collector junction is reverse-biased by
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vcc = 6V

Fig. 6-27 An 1C positive TTL

nand gate. (Neglect the

diodes in the shaded block.)

1.6 — 0.9 = 0.7 V, the emitter junction is forward-biased, and £1 is in its

active region. The large collector current of Q1 now quickly removes the

stored charge in £2 and £3. It is this transistor action which gives TTL the

highest speed of any saturated logic.

Clamping diodes (shown in the shaded block in Fig. 6-27) are often

included from each input to ground, with the anode grounded. These diodes

are effectively out of the circuit for positive input signals, but they limit

negative voltage excursions at the input to a safe value. These negative

signals may arise from ringing caused by lead inductance resonating with

shunt capacitance.

6-13 OUTPUT STAGES

At the output terminal of the DTL or TTL gate there is a capacitive load CLy

consisting of the capacitances of the reverse-biased diodes of the fan-out gates

and any stray wiring capacitance. If the collector-circuit resistor of the

inverter is R c (called a passive pull-up), then, when the output changes from
the low to the high state, the output transistor is cut off and the capacitance

charges exponentially from VCe
, b &t to Vcc . The time constant R cCh of this

waveform may introduce a prohibitively long delay time into the operation

of these gates.

The output delay may be reduced by decreasing R c ,
but this will increase

the power dissipation when the output is in its low state and the voltage across

Rc is Vcc — VcE.aat- A better solution to this problem is indicated in Fig. 6-28,

where a transistor acts as an active pull-up circuit, replacing the passive pull-up

resistance R c . This output configuration is called a totem-pole amplifier

because the transistor £4 “sits” upon £3. It is also referred to as a power-
driver, or power-buffer, output stage.

The transistor £2 acts as a phase splitter
,
since the emitter voltage is out

of phase with the collector voltage (for an increase in base current, the emitter
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voltage increases and the collector voltage decreases). We now explain the
operation of this driver circuit in detail, with reference to the TTL gate of

Fig. 6-28a.

The output is in the low-voltage state when Q2 and Q3 are driven into
saturation. For this state we should like Q4 to be off. Is it? Note that the
collector voltage VCn 2 of Q2 with respect to ground N is given by

VCN2 = VcE2.B&t + VliEd.sat = 0.2 + 0.8 = 1.0 V (6-37)

5 v

Fig. 6-28 (o) A TTL gate and (b) a DTL gate with a totem-pole output driver, (c)

A modified configuration of the output circuit. [The circuit to the left of Q2 is

identical with that in (a) for TTL or in (b) for DTL.]
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Since the base of Q4 is tied to the collector of Q2

,

then VBna = Vcni = 1.0 V.

If the output diode DO were missing
,
the base-to-emitter voltage of Q4 would be

VSEA — 7#tf4 — 7CE 3, ant
= 1-0 — 0.2 = 0.8 V

which would put Q4 into saturation. Under these circumstances the steady

current through Q4 would be

Vcc “ yCE 4,B8t
— yCE 3,eat 5 — 0.2 — 0.2 .

. /c ooN
100 100 A = 46 mA (6-38)

which is excessive and wasted current. The necessity for adding DO is now
clear. With it in place, the sum of Vbe\ and VD0 is 0.8 V. Hence both Q4
and DO are at cutoff. In summary, if CL is at the high voltage 7(1) and the

gate is excited, Q4 and DO go off, and Q3 conducts. Because of its large active-

region current, Q3 quickly discharges Cl ,
and as vQ approaches 7(0), Q3 enters

saturation. The bottom transistor Q3 of the totem pole is referred to as a

current sink
,
which discharges Cl .

Assume now that with the output at 7(0), there is a change of state,

because one of the inputs drops to its low state. Then Q2 is turned off, which

causes Q3 to go to cutoff because Vbez drops to zero. The output vQ remains

momentarily at 0.2 V because the voltage across CL cannot change instan-

taneously. Now Q4 goes into saturation and DO conducts, as we can verify:

Vbna = 7
J£f JE4iSat + 7do + v0 — 0.8 + 0.7 + 0.2 — 1.7 V

and the base and collector currents of Q

4

are

IBA

IcA

Vcc - Vbna _
1.4

7CC VCE A.sat

K _ 1 7
= 2.36 mA

1.4

- Vdo ~ v0 5 — 0.2 - 0.7 - 0.2

0.1 0.1
39.0 mA

Hence, if hFB exceeds (hFE)min = Ica/Iba = 39.0/2.36 = 16.5, then Q4 is in

saturation. The transistor Q4 is referred to as a source, supplying current to

Cl. As long as Q4 remains in saturation, the output voltage rises exponentially

toward Vcc with the very small time constant (100 + Rcsa + R/)CL} where

Rosa is the saturation resistance (Sec. 5-8) of Q4, and where Rf (a few ohms)
is the diode forward resistance. As vQ increases, the currents in Q4 decrease,

and Q4 comes out of saturation and finally v0 reaches a steady state when Q4
is at the cutin condition. Hence the final value of the output voltage is

vo — Vcc — 7fl£4iCUtm — 7i)o jCUt i n ~ 5 — 0.5 — 0.6 = 3.9 V = 7(1)

(6-39)

If the 100-12 resistor were omitted; there would result a faster change in

output from 7(0) to 7(1). However, the 100-12 resistor is needed to limit the

current spikes during the turn-on and turn-off transients. In particular, Q3
does not turn off (because of storage time) as quickly as Q5 turns on. With
both totem-pole transistors conducting at the same time, the supply voltage
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would be short-circuited if the 100-12 resistor were missing. The peak current

drawn from the supply during the transient is limited to IC a + IBA = 39 + 2.4 «
41 mA if the 100-12 resistor is used. These current spikes generate noise

in the power-supply distribution system, and also result in increased power
consumption at high frequencies.

Wired Logic It should be emphasized that the wired-AND connection must
not be used with the totem-pole driver circuit. If the output from one gate is

high while that from a second gate is low, and if these two outputs are tied

together, we have exactly the situation just discussed in connection with
transient current spikes. Hence, if the wired-AND were used, the power supply

would deliver a steady current of 41 mA under these circumstances.

Alternative Output Stages From the foregoing discussion it should be
clear that the diode DO can be moved from the emitter into the base lead of Q4.

This configuration is used by some manufacturers.

The diode in the base of Q4 referred to in the preceding paragraph may be
the base-to-emitter diode of an additional transistor, such as Q5 in Fig. 6-28c.

The combination of Q5 and Q4, called a Darlington pair, is discussed in Sec. 8-6.

It has a very high current gain and extremely low output resistance and results

in a very high speed gate. Another form of power buffer is given in Prob. 6-45.

Storage time is eliminated by using Schottky transistors (which are clamped
to prevent saturation, Sec. 7-12) for the transistors in Fig. 6-28.

6-14 RESISTOR-TRANSISTOR LOGIC (RTL) AND
DIRECT-COUPLED TRANSISTOR LOGIC (DCTL)

In 1972 TTL was the most popular family, and it had captured about 45 per-

cent of the integrated-circuit digital market. Approximately another 30 per-

cent of the market was taken by DTL, and the remaining 25 percent was
divided between several additional families, called resistor-transistor logic

(RTL), direct-coupled transistor logic (DCTL), emitter-coupled logic (ECL),
and metal-oxide-semiconductor (MOS) logic. Since MOS logic uses the field-

effect transistor (FET), the discussion of these gates is postponed until Chap.

10, where the MOSFET is introduced. Since ECL requires an understanding

of the differential amplifier
,
this type of (nonsaturating) logic is considered in

Sec. 16-17, after the differential amplifier is studied. A discussion of RTL and
DCTL now follows.

Resistor-Transistor Logic (RTL) 5 This configuration is indicated in

Fig. 6-29a, which represents a three-input positive nor gate with a fan-out of 5.

If any input is high, the corresponding transistor is driven into saturation and
the output is low, v0 = VCe, (.at

~ 0.2 V. However, if all inputs are low, then

all input transistors are cut off by Vy — 7(0) = 0.5 — 0.2 = 0.3 V and the



190 / INTEGRATED ELECTRONICS Sec. 6-14

(a)

Fig. 6-29 (a) An RTL positive nor gate with a fan-in of 3 and a fan-out of 5. (b)

The equivalent circuit from which to calculate v0 in the high state.

output v0 is high. (Note the low noise margin.) The preceding two state-

ments confirm that the gate performs positive nor (or negative nand) logic.

The value of v0 depends upon the fan-out. For example, if N = 5, then

the output of the nor gate is loaded by five 450-fi resistors in parallel (or 90 fl),

which is tied to Vbe , sat ~ 0.8 V, as shown in Fig. 6-296. Under these circum-

stances (using superposition),

3.6 X 90 0.8 X 640 _
90 + 640

+
90 + 640

(6-40)

This voltage must be large enough so that the base current can drive each of

the five transistors into saturation. Since

r 1.14 - 0.8
Ib

0.45
0.755 mA r 3.6 - 0.2

Ic
0.64

5.31 mA

then the circuit will operate properly if HFe > (hFE) min = 5.31/0.76 = 7.0.

Resistor-transistor logic uses the minimum space (for a standard digital

function) on a silicon wafer, and hence is very economical.

Direct-Coupled Transistor Logic (DCTL
)

7 This configuration is the same
as RTL, except that the base resistors are omitted. In Fig. 6-30 the fan-in

is 3 and the fan-out is 2.

To verify that the circuit implements positive nor logic, consider first

that all inputs are in the 0 state. Because this low voltage to an input (say,

to Ql) comes from a saturated transistor (Q') of a preceding state,

vx = yMl„t = v(o)
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Since this voltage is 0.2 V for a saturated silicon transistor, and since the
cutin voltage Vy « 0.5 V, Q1 will conduct very little (although the noise mar-
gin is only 0.5 - 0.2 = 0.3 V as it is with RTL logic). Since the current
in Ql is almost zero, the output Y tries to raise VCc and Q4 and Q

5

go into
saturation. Hence the output Y is clamped at

= 7(1) * 0.8 V

for silicon. Thus, with all inputs in the low state, the output is in the high
state. Note that the high state is only 0.8 V, independent of Vcc -

Consider now that at least one input tq is in the high state. Since Ql
is fed from Q', Q' is cut off and Ql is driven into saturation. Under these
circumstances the output Y is Vce,$&i — 7(0). If more than one input is

excited, the output will certainly be low. Hence we have confirmed that the
nob function is satisfied.

There are a number of difficulties with DCTL: (1) The reverse satura-
tion current for all fan-in transistors adds in the common collector-circuit
resistor Rc . At high enough temperatures the total ICboRc drop may be
large enough so that the output Y is too low to drive the fan-out transistors
into saturation. (2) Because of the direct connection, the base current is

almost equal to the collector current (for Vcc » FC£
,sttt and Vcc » VBE^).

With a transistor so heavily driven into saturation, very large stored base
charge will result, with a corresponding detrimental effect on the switching
speed. (3) Since the voltage levels are so low—the total output-voltage step
is only of the order of 0.6 V for silicon—then spurious (noise) spikes can be
troublesome. (4) The bases of the fan-out transistors are connected together.
Since the input characteristics can never be identical, let us assume that Q4 has
a much lower Vbe for a given In than does Q5. Under these circumstances, Q4
will “hog” most of the base current, and it is possible that Q5 may not even be
driven into saturation. Hence transistors suitable for DCTL must have very

Fig. 6-30 A positive nor DCTL gote.
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close control on uniformity of input characteristics, very low values of Icbo,

as large a differential as possible between VB E,Ba t and VCE
,
sat, a large hFE ,

and

a small storage time.

The advantages of DCTL are: (1) Only one low-voltage supply (opera-

tion with 1.5 V is possible) is needed; (2) transistors with low breakdown

voltages may be used; and (3) the power dissipation is low.

In DCTL a nor or nand circuit is possible in which the transistors are

in series (totem-pole fashion) rather than in parallel as in Fig. 6-30. Because

of the difficulties mentioned above, DCTL is not often used with bipolar tran-

sistors, but it is the standard logic with field-effect transistors (Sec. 10-6).

6-15 COMPARISON OF LOGIC FAMILIES

In the discussion of each logic configuration some of its advantages and dis-

advantages have been listed. An exhaustive comparison is extremely difficult

because we must take into account all the following characteristics: (1) speed

(propagation time delay), (2) noise immunity, (3) fan-in and fan-out capa-

bilities, (4) power-supply requirements, (5) power dissipation per gate, (6)

suitability for integrated fabrication, (7) operating temperature range, (8)

number of functions available, and (9) cost. Also to be considered is the

personal prejudice of the engineer, who is always strongly influenced by past

experience. Items 1 and 8 require some explanation; all others have already

been defined or are self-evident.

Propagation Delay In Fig. 6-9 the on time Ion of an (n-p-n) inverter

is defined as the interval between the application of an ideal pulse input and

the time when the output current reaches 90 percent (or the output voltage

falls to 10 percent) of its final value. This definition is not useful for the

propagation-delay time of a logic gate, for two reasons. First, the input to

a gate is not a square pulse, but it is a waveform with a nonzero rise time.

Second, the input does not have to reach its 90 percent value before the gate

changes state. Hence we define propagation-delay on time Ton (to distinguish

it from £0n) as indicated below.

As the input voltage to a positive nand gate rises from 7(0) toward

7(1), then at some switching threshold voltage 7'(0) (Fig. 6-31), conditions

within the gate are modified, so that a change of state of the output from

7(1) to 7(0) is initiated. Similarly, as the input falls from 7(1) toward

7(0), then at some other switching threshold voltage 7'(1), the initiation of

the change of state from 7(0) to 7(1) takes place. We now define (as in

Fig. 6-31) the propagation delay on time Ton as the interval between the time

when the input v{ reaches 7'(0) and the output falls to 7'(1). Also, the pro-

pagation delay off time T0ff is defined as the interval between the time when

the input equals 7'(1) and the output rises to 7'(0). Because of minority-
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Fig. 6-31 Pertaining to the

definitions of the propaga-

tion-delay times.

V(l)

carrier storage time, 7W Toff. Hence the propagation-delay time Tpd is

usually defined as the average of these two times, or

Tpd = ^(^on + Toff) (6-41)

In passing, we note that some authors arbitrarily assume the two threshold
voltages to be equal: 7'(0) = 7'(1) = i[7(0) + 7(1)].

Functions The basic and, or, nand, and nor gates are combined in
one integrated chip in various combinations to perform specific circuit func-

TABLE 6-5 Comparison of the major 1C digital logic families 8

Logic

Parameter
RTL DTL HTL TTL ECL MOS CMOS

Basic gate" NOR NAND NAND NAND OR-NOR NAND NOB or NAND
Fan-out6 5 8 10 10 25 20 >50
Power dissipated'- per

gate, mW
12 8-12 55 12-22 40-55 0.2-10 0.01 static

1 at 1 MHz
Noise immunity
Propagation delay*

Nominal Good Excellent Very good Good Nominal Very good

per gate, ns 12 30 90 12-6 4-1 300 70
Clock rate/ MHz 8 12-30 4 15-60 60-400 2 5
Number of functions/. High Fairly high Nominal Very high High Low Low
Reference Sec. 0-14 Sec. 0-10 Sec. 6-11 Sec. 6-12 Sec. 10-17 Sec. 10-7 Sec. 10-7

a Positive logic.

6 Worst-caBe number of inputs that the gate can drive.
c Typical; affected by temperature and frequency of operation.
d Typical for a nominal fan-out.
" Maximum frequency at which flip-flops operate. The actual cloek rate is from one-half to one-tenth

the frequency listed.

! New functions are being added continuously by the manufacturers, except to DTL. However, TTL
functions are compatible with DTL.
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tions. These system building blocks are discussed in Chap. 17 and include
flip-flops, counters, arithmetic functions, decoders, shift registers, etc.

It should be clear that no single logic configuration can be best suited

for all applications. A comparison of the major integrated-circuit digital logic

families is given in Table 6-5.
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REVIEW QUESTIONS

6-1 Express the following decimal numbers in binary form: (a) 28; (6) 100;
(c) 5,127.

6-2 Define (a) positive logic; (b) negative logic .

6-3 Define an or gate and give its truth table.

6-4 Draw a positive diode or gate and explain its operation.

6-5 Evaluate the following expressions: (a) A + 1; (b) A + A; (c) A + 0.

6-6 Define an and gate and give its truth table.

6-7 Draw a positive-diode and gate and explain its operation.

6-8 Evaluate the following expressions: (a) A 1; (6) A A; (c) A0; (d) A + .IB.
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6-9 Define a not gate and give its truth table.

6-10 Draw a positive-logic not gate and explain its operation.
6-11 Evaluate the following 'expressions: (a) A; (b) AA; (c) A -f- A.
6-12 A pulse waveform drives an n-p-n transistor from cutoff into saturation

and then back to cutoff, (a) Draw the output current waveshape, lined up in time
with the input voltage. (6) Indicate the following times on your sketch: delay, rise
on, storage

,
fall

,
and off.

j ?

6-13 (a) What is the physical origin of storage time? (6) Is it important in
turning a transistor on or off? Explain, (c) Draw the minority-carrier concentra-
tion in the base; in the active region and in saturation.

6-14 Define an inhibitor and give the truth table for ABC

.

6-15 Define an exclusive or and give its truth table.

6-16 Show two logic block diagrams for an exclusive or.
6-17 Verify that the following Boolean expressions represent an exclusive or-

(a) AB + AB; (6) (A -|- B)(A + B).

6-18 State the two forms of De Morgan's laws.

6-19 Show how to implement an and with or and not gates.
6-20 Show how to implement an or with and and not gates.
6-21 Define a nand gate and give its truth table.

6-22 Draw a positive nand gate with diodes and a transistor (DTL) and explain
its operation.

6-23 Define a nor gate and give its truth table.

6-24 Repeat Rev. 6-22 for a nor gate.

6-25 Draw the circuit of an IC DTL gate and explain its operation.
6-26 Define (a) fan-out; (b ) fan-in; (c) standard load; (d) current sink; (e)

current source.

6-27 What logic is performed if the outputs of two DTL gates are connected
together? Explain.

6-28 How does high-threshold logic (HTL) differ from DTL?
6-29 Draw the circuit of a TTL gate and explain its operation.
6-30 Draw a totem-pole output buffer with a TTL gate. Explain its operation.
6-31 Repeat Rev. 6-30 for a DTL gate.

6-32 Draw the circuit of an RTL gate and explain its operation for positive logic.
6-33 Repeat Rev. 6-32 for negative logic.

6-34 Draw a DCTL circuit and explain its operation.
6-35 List three advantages and three disad\antages of DCTL gates.

.

6~36 Defilie W fcwo threshold voltages; (b) propagation-delay on time; (c) propa-
gation-delay off time; (d) propagation-delay time.

6-37 Give an order of magnitude which is applicable to any of the logic families
studied in this chapter for (a) fan-out; (6) power dissipation per gate; (c) propagation
delay per gate; (d) clock rate.



INTEGRATED CIRCUITS:

FABRICATION AND

CHARACTERISTICS

An integrated circuit consists of a single-crystal chip of silicon, typi-

cally 50 by 50 mils in cross section, containing both active and passive

elements and their interconnections. Such circuits are produced by

the same processes used to fabricate individual transistors and diodes.

These processes include epitaxial growth, masked impurity diffusion,

oxide growth, and oxide etching, using photolithography for pattern

definition. A method of batch processing is employed which offers

excellent repeatability and is adaptable to the production of large

numbers of integrated circuits at low cost. In this chapter we

describe the basic processes involved in fabricating an integrated

circuit.

7-1 INTEGRATED-CIRCUIT TECHNOLOGY

The fabrication of integrated circuits is based, on materials, processes,

and design principles which constitute a highly developed semicon-

ductor (planar-diffusion) technology. The basic structure of an inte-

grated circuit is shown in Fig. 7-16, and consists of four distinct layers

of material. The bottom layer © (6 mils thick) is p-type silicon

and serves as a substrate upon which the integrated circuit is to be

built. The second layer © is thin (typically 25 jum = 1 mil) n-type

material which is grown as a single-crystal extension of the substrate.

All active and passive components are built within the thin n-type layer

using a series of diffusion steps. These components are transistors,

diodes, capacitors, and resistors, and they are made by diffusing p-type

196
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and n-type impurities. The most complicated component fabricated is the
transistor, and all other elements are constructed with one or more of the
processes required to make a transistor. In the fabrication of all the above
elements it is necessary to distribute impurities in certain precisely defined
regions within the second (n-type) layer. The selective diffusion of impuri-
ties is accomplished by using Si02 as a barrier which protects portions of
the wafer against impurity penetration. Thus the third layer of material ©
is silicon dioxide, and it also provides protection of the semiconductor surface
against contamination. In the regions where diffusion is to take place, the
Si0 2 layer is etched away, leaving the rest of the wafer protected against
diffusion. To permit selective etching, the Si02 layer must be subjected to
a photolithographic process, described in Sec. 7-4. Finally, a fourth metallic
(aluminum) layer © is added to supply the necessary interconnections
between components.

The p-type substrate which is required as a foundation for the integrated
circuit is obtained by growing an ingot (1 to 2 in. in diameter and about 10
in. long) from a silicon melt with a predetermined number of impurities. The
crystal ingot is subsequently sliced into round wafers approximately 6 mils
thick, and one side of each wafer is lapped and polished to eliminate surface
imperfections.

We are now in a position to appreciate some of the significant advantages
of the integrated-circuit technology. Let us consider a l-in.-square wafer
divided into 400 chips of surface area 50 mil by 50 mil. We demonstrate in this
chapter that a reasonable area under which a component (say, a transistor) is

fabricated is 50 mils2
. Hence each chip (each integrated circuit) contains

50 separate components, and there are 50 X 400 = 20,000 components/in. 2

on each wafer.

If we process 10 wafers in a batch, we can manufacture 4,000 integrated
circuits simultaneously, and these contain 200,000 components. Some of the
chips will contain faults due to imperfections in the manufacturing process,
but the yield (the percentage of fault-free chips per wafer) is extremely large.

The following advantages are offered by integrated-circuit technology
as compared with discrete components interconnected by conventional
techniques:

1. Low cost (due to the large quantities processed).

2. Small size.

3. High reliability. (All components are fabricated simultaneously, and
there are no soldered joints.)

4. Improved performance. (Because of the low cost, more complex cir-

cuitry may be used to obtain better functional characteristics.)

In the next sections we examine the processes required to fabricate an
integrated circuit.
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7-2 BASIC MONOLITHIC INTEGRATED CIRCUITS 1
-
2

We now examine in some detail the various techniques and processes required

to obtain the circuit of Fig. 7-la in an integrated form, as shown in Fig. 7-16.

This configuration is called a monolithic integrated circuit because it is formed

on a single silicon chip. The word “monolithic” is derived from the Greek

monos
,
meaning “single,” and lilhos, meaning “stone.” Thus a monolithic

circuit is built into a single stone, or single crystal.

In this section we describe qualitatively a complete epitaxial-diffused

fabrication process for integrated circuits. In subsequent sections we examine

in more detail the epitaxial, photographic, and diffusion processes involved.

The logic circuit of Fig. 7-la is chosen for discussion because it contains typical

components: a resistor, diodes, and a transistor. These elements (and also

capacitors with small values of capacitances) are the components encountered

in integrated circuits. The monolithic circuit is formed by the steps indicated

in Fig. 7-2 and described below.

Step 1. Epitaxial Growth An n-type epitaxial layer, typically 25 \xm
thick, is grown onto a p-type substrate which has a resistivity of typically

(a)

Diode junctions

Transistor

Silicon dioxide

Collector

contact n+

n+ Emitter

Base

Collector

Fig. 7-1 (a) A circuit containing a resistor, two diodes, and a tran-

sistor. (b) Cross-sectional view of the circuit in (a) when transformed

into a monolithic form (not drawn to scale). The four layers are ®
substrate, © n-type crystal containing the integrated circuit, ® silicon

dioxide, and @ aluminum metalization. (After Phillips. 2 Not drawn

to scale.)
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10 fl-cm, corresponding to NA = 1.4 X 10 16 atoms 'em’. The epitaxial
process described in Sec. 7-3 indicates that the resistivity of the n-type epitaxial
layer can be chosen independently of that of the substrate. Values of 0 1 to
0.5 fi-cm are chosen for the n-type layer. After polishing and cleaning, a thin
layer (0.5 gm - 5,000 A) of oxide, Si0 2 ,

is formed over the entire wafer, as
s own in Fig. 7-2a. The Si0 2 is grown by exposing the epitaxial layer to an
oxygen atmosphere while being heated to about 1000°C. Silicon dioxide has
the fundamental property of preventing the diffusion of impurities through it.
Use of this property is made in the following steps.

Step 2. Isolation Diffusion In Fig. 7-2b the wafer is shown with the

°*TfrVed m f°Ur different Places on the surface. This removal is accom-
plished by means of a photolithographic etching process described in Sec 7-4
The remaining Si0 2 serves as a mask for the diffusion of acceptor impurities
(in this case, boron). The wafer is now subjected to the so-called isolation
diffusion, which takes place at the temperature and for the time interval
required for the p-type impurities to penetrate the n-type epitaxial layer and
reach the p-type substrate. We thus leave the shaded n-type regions in Fig.
7-26. These sections are called isolation islands

,
or isolated regions

,
because

they are separated by two back-to-back p-n junctions. Their purpose is to
allow electrical isolation between different circuit components. For example,
it will become apparent later in this section that a different isolation region
must be used for the collector of each separate transistor. The p-type sub-
trate must always be held at a negative potential with respect to the isolation
islands in order that the p-n junctions be reverse-biased. If these diodes were
to become forward-biased in an operating circuit, then, of course, the isolation
would be lost.

It should be noted that the concentration of acceptor atoms (NA ~ 5 X
10 20 cm 3

) in the region between isolation islands will generally be much higher
(and hence indicated as p+) then in the p-type substrate. The reason for this
higher density is to prevent the depletion region of the reverse-biased isolation-
to-substrate junction from extending into p+-type material (Sec. 3-7) and possi-
bly connecting two isolation islands.

Parasitic Capacitance It is now important to consider that these isola-
tion regions, or junctions, are connected by a significant barrier, or transition
capacitance CTs ,

to the p-type substrate, which capacitance can affect the oper-
ation of the circuit. Since CT, is an undesirable by-product of the isolation
process, it is called the parasitic capacitance.

The parasitic capacitance is the sum of two components, the capacitance
i Irom the bottom of the n-type region to the substrate (Fig. 7-2b) and C 2from the sidewalls of the isolation islands to the p+ region. The bottom com-

ponent, C'i, results from an essentially step junction due to the epitaxial growth
fbec. 7-3), and hence varies inversely as the square root of the voltage V
between the isolation region and the substrate (Sec. 3-7). The sidewall capaci-
ance C 2 is associated with a diffused graded junction, and it varies as r~i.
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id)

Resistor Diodes Transistor

Fig. 7-2 The steps involved in fabricating a monolithic circuit (not

drawn to scale), (a) Epitaxial growth; (b) isolation diffusion;

(c) base diffusion; (d) emitter diffusion; (e) aluminum metalization.
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For this component the junction area is equal to the perimeter of the isolation
region times the thickness y of the epitaxial n-type layer. The total capaci-
tance is of the order of a few picofarads.

Step 3. Base Diffusion During this process a new layer of oxide is
ormed over the wafer, and the photolithographic process is used again to create
the pattern of openings shown in Fig. 7-2c. The p-type impurities (boron) are
diffused through these openings. In this way are formed the transistor base
regions as well as resistors, the anode of diodes, and junction capacitors (if
any). It is important to control the depth of this diffusion so that it is shallow
and does not penetrate to the substrate. The resistivity of the base layer will
generally be much higher than that of the isolation regions.

.

SteP 4 - Emitter Diffusion A layer of oxide is again formed over the
entire surface, and the masking and etching processes are used again to open
windows in the p-type regions, as shown in Fig. 7-2d. Through these open-
ings are diffused n-type impurities (phosphorus) for the formation of transistor
emitters, the cathode regions for diodes, and junction capacitors.

Additional windows (such as W x and W2 in Fig. 7-2d) are often made
into the n regions to which a lead is to be connected, using aluminum as the
ohmic contact, or interconnecting metal. During the diffusion of phosphorus
a heavy concentration (called n+) is formed at the points where contact with
aluminum is to be made. Aluminum is a p-type impurity in silicon, and a
large concentration of phosphorus prevents the formation of a p-n junction
when the aluminum is alloyed to form an ohmic contact. 4

Step 5. Aluminum Metalization All p-n junctions and resistors for the
circuit of Fig. 7-la have been formed in the preceding steps. It is now neces-
sary to interconnect the various components of the integrated circuit as dic-
tated by the desired circuit. To make these connections, a fourth set of
windows is opened into a newly formed Si02 layer, as shown in Fig. 7-2e, at
the points where contact is to be made. The interconnections are made first,
using vacuum deposition of a thin even coating of aluminum over the entire
wafer. The photoresist technique is now applied to etch away all undesired
aluminum areas, leaving the desired pattern of interconnections shown in
Fig. 7-2e between resistors, diodes, and transistors.

In production a large number (several hundred) of identical circuits such
as that of Fig. 7-la are manufactured simultaneously on a single wafer. After
the metalization process has been completed, the wafer is scribed with a
diamond-tipped tool and separated into individual chips. Each chip is then
mounted on a ceramic wafer and is attached to a suitable header. The pack-
age leads are connected to the integrated circuit by stitch bonding 1 of a 1-mil
aluminum or gold wire from the terminal pad on the circuit to the package
lead (Fig. 7-27).
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Summary In this section the epitaxial-diffused method of fabricating

integrated circuits is described. We have encountered the following processes:

1. Crystal growth of a substrate

2. Epitaxy

3. Silicon dioxide growth

4. Photoetching

5. Diffusion

6. Vacuum evaporation of aluminum

Using these techniques, it is possible to produce the following elements

on the same chip: transistors, diodes, resistors, capacitors, and aluminum

interconnections.

7-3 EPITAXIAL GROWTH 1

The epitaxial process produces a thin film of single-crystal silicon from the

gas phase upon an existing crystal wafer of the same material. The epitaxial

layer may be either p-type or n-type. The growth of an epitaxial film with

impurity atoms of boron being trapped in the growing film is shown in Fig. 7-3.

The basic chemical reaction used to describe the epitaxial growth of pure

silicon is the hydrogen reduction of silicon tetrachloride:

1200°C

SiCl 4 + 2H 2
<

»
Si + 4HC1 (7-1)

Since it is required to produce epitaxial films of specific impurity concen-

trations, it is necessary to introduce impurities such as phosphine for n-type

doping or biborane for p-type doping into the silicon tetrachloride-hydrogen

© © © © © © ©
© ® © © © © ®

Gas phase

Epitaxial film

Fig. 7-3 The epitaxial

growth of an epitaxial film

showing impurity (boron)

atoms being trapped in the

growing film. (Courtesy of

Motorola, Inc. 1

)

Substrate
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Fig. 7-4 A diagram-

matic representation of

a system for production

growth of silicon epi-

taxial films. (Courtesy

of Motorola, Inc. 1

)

gas stream. An apparatus for the production of an epitaxial layer is shown in

Fig. 7-4. In this system a long cylindrical quartz tube is encircled by a
radio-frequency induction coil. The silicon wafers are placed on a rectangular
graphite rod called a boat . The boat is inserted in the reaction chamber, and
the graphite is heated inductively to about 1200°C. At the input of the
reaction chamber a control console permits the introduction of various gases
required for the growth of appropriate epitaxial layers. Thus it is possible
to form an almost abrupt step p-n junction similar to the junction shown in

Fig. 3-10.

7-4 MASKING AND ETCHING 1

The monolithic technique described in Sec. 7-2 requires the selective removal
of the Si0 2 to form openings through which impurities may be diffused. The
photoetching method used for this removal is illustrated in Fig. 7-5. During
the photolithographic process the wafer is coated with a uniform film of a photo-
sensitive emulsion (such as the Kodak photoresist KPR). A large black-and-
white layout of the desired pattern of openings is made and then reduced
photographically. This negative, or stencil, of the required dimensions is

placed as a mask over the photoresist, as shown in Fig. 7-5a. By exposing
the KPR to ultraviolet light through the mask, the photoresist becomes
polymerized under the transparent regions of the stencil. The mask is now
removed, and the wafer is “developed” by using a chemical (such as trichloro-

ethylene) which dissolves the unexposed (unpolymerized) portions of the
photoresist film and leaves the surface pattern as shown in Fig. 7-5b. The
emulsion which was not removed in development is now fixed ,

or cured
,
so

that it becomes resistant to the corrosive etches used next. The chip is
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Ultraviolet Polymerized

photoresist

/ I \

( b

)

Fig. 7-5 Photoetching technique, (a) Masking and exposure to

ultraviolet radiation, (b) The photoresist after development.

immersed in an etching solution of hydrofluoric acid, which removes the oxide

from the areas through which dopants are to be diffused. Those portions of

the Si0 2 which are protected by the photoresist are unaffected by the acid.

After etching and diffusion of impurities, the resist mask is removed (stripped)

with a chemical solvent (hot H2SO4) and by means of a mechanical abrasion

process.

7-5 DIFFUSION OF IMPURITIES 5

The most important process in the fabrication of integrated circuits is the

diffusion of impurities into the silicon chip. We now examine the basic theory
connected with this process. The solution to the diffusion equation will give

the effect of temperature and time on the diffusion distribution.

The Diffusion Law The equation governing the diffusion of neutral atoms is

dN aw
dt

D
dx 2 (7-2)

where N is the particle concentration in atoms per unit volume as a function

of distance x from the surface and time t
,
and D is the diffusion constant in

area per unit time.

The Complementary Error Function If an intrinsic silicon wafer is

exposed to a volume of gas having a uniform concentration N0 atoms per unit

volume of n-type impurities, such as phosphorus, these atoms will diffuse into

the silicon crystal, and their distribution will be as shown in Fig. 7-6a. If

the diffusion is allowed to proceed for extremely long times, the silicon will

become uniformly doped with N0 phosphorus atoms per unit volume. The
basic assumptions made here are that the surface concentration of impurity

atoms remains at N0 for all diffusion times and that N(x) = 0 at t = 0 for

x > 0.
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If Eq. (7-2) is solved and the above boundary conditions are applied,

N(z, t) = N0 (l - erf
a = N0 erfc— (7-3)

\ 2VW 2 VDi

where erfc y means the error-function complement of y }
and the error function

of y is defined by

erf y = -^= Jj
<rx’ d\ (7-4)

and is tabulated in Ref. 3. The function erfc y = 1 — erf y is plotted in

Fig. 7-7.

The Gaussian Distribution If a specific number Q of impurity atoms
per unit area are deposited on one face of the wafer, and then if the material is

heated, the impurity atoms will again diffuse into the silicon. When the

boundary conditions j* N(x) dx = Q for all times and N{x) = 0 at t = 0

for x > 0 are applied to Eq. (7-2), we find

N(z, t) = Q_
\/irDt

€
-x*t4Dt

(7-5)

Equation (7-5) is known as the Gaussian distribution, and is plotted in Fig.

7-66 for two times. It is noted from the figure that as time increases, the sur-

face concentration decreases. The area under each curve is the same, how-
ever, since this area represents the total amount of impurity being diffused, and

Fig. 7-6 The concentration iV as a function of distance x into a silicon chip for

two values t\ and tz of the diffusion time, (a) The surface concentration is held

constant at N0 per unit volume, (b) The total number of atoms on the surface is

held constant at Q per unit area.
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Fig. 7-7 The complemen-

tary error function plotted

on semilogarithmic paper.

this is a constant amount Q. Note that in Eqs. (7-3) and (7-5) time t and the

diffusion constant D appear only as a product Dt.

Solid Solubility 1
-
6 The designer of integrated circuits may wish to produce

a specific diffusion profile (say, the complementary error function of an n-type

impurity). In deciding which of the available impurities (such as phosphorus,

arsenic, antimony) can be used, it is necessary to know if the number of atoms

per unit volume required by the specific profile of Eq. (7-3) is less than the

diffusant's solid solubility. The solid solubility is defined as the maximum
concentratibn N0 of the element which can be dissolved in the solid silicon

at a given temperature. Figure 7-8 shows solid solubilities of some impurity

Atoms/cm 3

Fig. 7-8 Solid solubilities

of some impurity elements

in silicon. (After Trum-

bore, 6 courtesy of Moto-

rola, Inc. 1

)
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Temperature, °C

Fig. 7-9 Diffusion coefficients as a

function of temperature for some

impurity elements in silicon. (After

Fuller and Ditzenberger, 6 courtesy

of Motorola, Inc. 1

)

0.60 0.65 0.70

1000/T

0.75 0.80

(Tin °K)

elements. It can be seen that, since for phosphorus the solid solubility is

approximately 10 21 atoms/cm 3 and for pure silicon we have 5 X 10 22 atoms
'

cm 3
,
the maximum concentration of phosphorus in silicon is 2 percent. For

most of the other impurity elements the solubility is a small fraction of 1

percent.

Diffusion Coefficients Temperature affects the diffusion process because
higher temperatures give more energy, and thus higher velocities, to the

diffusant atoms. It is clear that the diffusion coefficient is a function of

temperature, as shown in Fig. 7-9. From this figure it can be deduced that

the diffusion coefficient could be doubled for a few degrees increase in tem-
perature. This critical dependence of D on temperature has forced the
development of accurately controlled diffusion furnaces, where temperatures
in the range of 1000 to 1300°C can be held to a tolerance of + 0.5°C or better.

Since time i in Eqs. (7-3) and (7-5) appears in the product Di
,
an increase

in either diffusion constant or diffusion time has the same effect on diffusant

density.

Note from Fig. 7-9 that the diffusion coefficients, for the same tempera-
ture, of the n-type impurities (antimony and arsenic) are lower than the

coefficients for the p-type impurities (gallium and aluminum), but that phos-
phorus (??-type) and boron (p-type) have the same diffusion coefficients.

Typical Diffusion Apparatus Reasonable diffusion times require high
diffusion temperatures (^1000°C). Therefore a high-temperature diffusion

furnace, having a closely controlled temperature over the length (20 in.) of

the hot zone of the furnace, is standard equipment in a facility for the fabrica-

tion of integrated circuits. Impurity sources used in connection with diffu-
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Fig. 7-10 Schematic representation of typical apparatus for POCI 3 diffusion.

(Courtesy of Motorola, Inc. 1

)

sion furnaces can be gases, liquids, or solids. For example, P0C1 3 ,
which is

a liquid, is often used as a source of phosphorus. Figure 7-10 shows the

apparatus used for POCl 3 diffusion. In this apparatus a carrier gas (mixture

of nitrogen and oxygen) bubbles through the liquid-diffusant source and
carries the diffusant atoms to the silicon wafers. Using this process, we
obtain the complementary-error-function distribution of Eq. (7-3). A two-

step procedure is used to obtain the Gaussian distribution. The first step

involves predeposition
,
carried out at about 900°C, followed by drive-in at

about 1100°C.

EXAMPLE A uniformly doped n-type silicon epitaxial layer of 0.512-cm resistivity

is subjected to a boron diffusion with constant surface concentration of 5 X 10 18

cm“ 3
. It is desired to form a p-n junction at a depth of 2.7 jam. At what tem-

perature should this diffusion be carried out if it is to be completed in 2 hr?

Solution The concentration N of boron is high at the surface and falls off with

distance into the silicon, as indicated in Fig. 7-6a. At that distance x = Xj

at which N equals the concentration n of the doped silicon wafer, the net impurity

density is zero. For x < xiy the net impurity density is positive, and for x > x
j}

it is negative. Hence Xj represents the distance from the surface at which a

junction is formed. We first find n from Eq. (2-8)

:

(X 1

plq

~
(0.5) (1,300) (1.60 X 10~ 19

)

0.96 X 10 16 cm~ 3

where all distances are expressed in centimeters and the mobility pn for silicon

is taken from Table 2-1, on page 29. The junction is formed when N = n. For

. N n 0.96 X 10 16

erfc y = — = — =
N 0 N 0 5 X 10 18

1.98 X IQ” 3

5 X 10 18
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we find from Fig. 7-7 that y = 2.2. Hence

2 2 = = 2.7 X IQ"*

2 Vdl 2 Vb X 2 X 3,600

Solving for D, we obtain D = 5.2 X 10~ 13 cm 2/sec. This value of diffusion con-
stant for boron is obtained from Fig. 7-9 at T = 1130°C.

7-6 TRANSISTORS FOR MONOLITHIC CIRCUITS 17

A planar transistor made for monolithic integrated circuits, using epitaxy and
diffusion, is shown in Fig. 7-1 la. Here the collector is electrically separated
from the substrate by the reverse-biased isolation diodes. Since the anode
of the isolation diode covers the back of the entire wafer, it is necessary to
make the collector contact on the top, as shown in Fig. 7-lla. It is now
clear that the isolation diode of the integrated transistor has two undesirable
effects: it adds a parasitic shunt capacitance to the collector and a leakage
current path. In addition, the necessity for a top connection for the collector

increases the collector-current path and thus increases the collector resistance

and Vce.b at. All these undesirable effects are absent from the discrete epi-

taxial transistor shown in Fig. 7-116. What is then the advantage of the
monolithic transistor? A significant improvement in performance arises from
the fact that integrated transistors are located physically close together and
their electrical characteristics are closely matched. For example, integrated
transistors spaced within 30 mils (0.03 in.) have Vbe matching of better than

Emitter contacts

Fig. 7-11 Comparison of

cross sections of (a) a

monolithic integrated cir-

cuit transistor with (b) a

discrete planar epitaxial

transistor. [For a top

[LJj |

1

P >

p
+

1

^-epitaxial collector p
+

p substrate

- Base contact

-Collector contact

p-type isolation

diffusion

(a)

Emitter contact Base contact

view of the transistor in

(a) see Fig. 7-13.] P
r^-epitaxial collector

n* fttibsiniUi
-Collector contact

( 6 )
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Fig. 7-12 A typical

impurity profile in a

monolithic integrated

transistor. [Note that

N(z) is plotted on a

logarithmic scale,]

5 mV with less than 10 juV/°C drift and an hFE match of ± 10 percent. These

matched transistors make excellent difference amplifiers (Sec. 15-3).

The electrical characteristics of a transistor depend on the size and

geometry of the transistor, doping levels, diffusion schedules, and the basic

silicon material. Of all these factors the size and geometry offer the greatest

flexibility for design. The doping levels and diffusion schedules are deter-

mined by the standard processing schedule used for the desired transistors in

the integrated circuit.

Impurity Profiles for Integrated Transistors 1 Figure 7-12 shows a typical

impurity profile for a monolithic integrated circuit transistor. The back-

ground, or epitaxial-collector, concentration NB c is shown as a dashed line in

Fig. 7-12, The base diffusion of p-type impurities (boron) starts with a sur-

face concentration of 5 X 10 18 atoms/cm", and is diffused to a depth of 2.7

jum, where the collector junction is formed. The emitter diffusion (phos-

phorus) starts from a much higher surface concentration (close to the solid

solubility) of about 1021 atoms/cm 3
,
and is diffused to a depth of 2 jum, where

the emitter junction is formed. This junction corresponds to the intersection

of the base and emitter distribution of impurities. We now see that the base

thickness for this monolithic transistor is 0.7 jum. The emitter-to-base junc-

tion is usually treated as a step-graded junction, whereas the base-to-collector

junction is considered a linearly graded junction.

EXAMPLE (a) Obtain the equations for the impurity profiles in Fig. 7-12.

(6) If the phosphorus diffusion is conducted at 1100°G, how long should be

allowed for this diffusion?
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Solution a. The base diffusion specifications are exactly those given in the

example on page 208, where we find (with x expressed in micrometers) that

or

y = 2.2 = 2.7

2 \fDl

j— 2 7
2 V Di — — - = 1.23 jttm

2.2

Hence the boron profile, given by Eq. (7-3), is

Nb = 5 X 10 18 erfc—
1.23

The emitter junction is formed at x = 2 jum, and the boron concentration here is

Nb = 5 X 1018 erfc— = 5 X 10 18 X 2 X lO-2

1.23

= 1.0 X 10 17 cm-8

The phosphorus concentration iV P is given by

Nb = 1021 erfc—
2VDI

At x = 2, N P = NB ~ 1-OX 10 17
,
so that

2 1.0 X 10 17

erfc

2 y/~Dl 1021
= 1.0 X 10-4

From Fig. 7-7, 2/(2 \/Di) = 2.7 and 2 y/Dl = 0.75 jum. Hence the phos-
phorus profile is given by

N P = 10 21 erfc—
0.74

6. From Fig. 7-9, at T = 1100°C, Z) = 3.8 X 10“ 13 cm a/sec. Solving for

t from 2 \^Dt — 0.74 jum, we obtain

t =
(0.37 X 10~4

)
2

3.8 X 10-13
= 3,600 s = 60 min

Monolithic Transistor Layout 1,2 The physical size of a transistor deter-

mines the parasitic isolation capacitance as well as the junction capacitance.

It is therefore necessary to use small-geometry transistors if the integrated

circuit is designed to operate at high frequencies or high switching speeds.

The geometry of a typical monolithic transistor is shown in Fig. 7-13. The
emitter rectangle measures 1 by 1.5 mils, and is diffused into a 2.5- by 4.0-mil

base region. Contact to the base is made through two metalized stripes on
either side of the emitter. The rectangular metalized area forms the ohmic
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Fig. 7-13 A typical double-base stripe geometry of an integrated-

circuit transistor. Dimensions are in mils. (For a side view of the

transistor see Fig. 7-11.) (Courtesy of Motorola Monitor.)

contact to the collector region. The rectangular collector contact of this
transistor i educes the saturation resistance. The substrate in this structure
is located about 1 mil below the surface. Since diffusion proceeds in three
dimensions, it is clear that the lateral-diffusion distance will also be 1 mil. The
dashed rectangle in Fig. 7-13 represents the substrate area and is 6.5 by 8
mils. A summary of the electrical properties 2 of this transistor for both the
0.5- and the 0.1-^-cm collectors is given in Table 7-1.

Buried Layer 1 We noted above that the integrated transistor, because of
the top collector contact, has a higher collector series resistance than a similar
discrete-type transistor. One common method of reducing the collector series
resistance is by means of a heavily doped n+ “buried” layer sandwiched
between the p-type substrate and the w-type epitaxial collector, as shown in
Fig. 7-14. The buried-layer structure can be obtained by diffusing the n+
layer into the substrate before the w-type epitaxial collector is grown or by
selectively growing the w+-type layer, using masked epitaxial techniques.

We are now in a position to appreciate one of the reasons why the inte-
grated transistor is usually of the n-p^n type. Since the collector region is
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TABLE 7-1 Characteristics for 1- by 1.5-mil double-

base stripe monolithic transistors 2

Transistor parameter 0.5 ft-cm 0.1 ft-cm |

BVcbo, V 55 25
BVebo ,

V 7 5.5
BVcbo ,

V 23 14

(?Te, forward bias. pF 6 1 10

Cte at 0.5 V, pF 1.5 2.5
Ct« at 5 V, pF 0.7 1.5
Jife at 10 mA 50 50

Res, ft 75 15

VcE,a&t at 5 mA, V 0.5 0.26
Vbe at 10 mA, V 0.85 0.85

}t at 5 V, 5 mA, MHz 440 520

f Gold-doped.

subjected to heating during the base and emitter diffusions, it is necessary
that the diffusion coefficient of the collector impurities be as small as possible,

to avoid movement of the collector junction. Since Fig. 7-9 shows that
n-type impurities have smaller values of diffusion constant D than p-type
impurities, the collector is usually n-type. In addition, the solid solubility

of some n-type impurities is higher than that of any p-type impurity, thus
allowing heavier doping of the n+-type emitter and other n+ regions.

Lateral p-n-p Transistor 9 The standard integrated-circuit transistor is

an n-p-n type, as we have already emphasized. In some applications it is

required to have both n-p-n and p-n-p transistors on the same chip. The
lateral p-n-p structure shown in Fig. 7-15 is the most common form of the
integrated p-n-p transistor. This p-n-p uses the standard diffusion techniques
as the n-p-n

,
but the last n diffusion (used for the n-p-n transistor) is eliminated.

While the p base for the n-p-n transistor is made, the two adjacent p regions

are diffused for the emitter and collector of the p-n-p transistor shown in Fig.

7-15. Note that the current flows laterally from emitter to collector. Because
of inaccuracies in masking, and because, also, of lateral diffusion, the base
width between emitter and collector is large (about 1 mil compared with 1 pm

D+ rPSn j

n' tmiiuvr

Fig. 7-14 Utilization of p base
P

“buried” n+ layer to re- n collector

duce collector series —
k

"buried
1
* i vrr H

resistance.

p substrate
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Fig. 7-15 A p-n-p lateral

transistor.

for an n-p-n base). Hence the current gain of the p-n-p transistor is very low
(0.5 to o) instead of 50 to 300 for the n-p-n device. Since the base-p resistivity

of the n-p-n transistor is relatively high, the collector and emitter resistances
of the p-n-p device are high.

Vertical p-n-p Transistor 9 This transistor uses the substrate for the p
collector; the n epitaxial layer for the base; and the p base of the standard
n-p-n transistor as the emitter of this p-n-p device. We have already empha-
sized that the substrate must be connected to the most negative potential in
the circuit. Hence a vertical p-n-p transistor can be used only if its collector
is at a fixed negative voltage. Such a configuration is called an emitter follower,
and is discussed in Sec. 8-8.

Supergain n-p-n Transistor 9 If the emitter is diffused into the base
region so as to reduce the effective base width almost to the point of punch-
through (Sec. 5-13), the current gain may be increased drastically (typically,

5,000). However, the breakdown voltage is reduced to a very low value (say,

5 V). If such a transistor in the CE configuration is operated in series with a
standard integrated CB transistor (such a combination is called a cascode
arrangement), the superhigh gain can be obtained at very low currents and
with breakdown voltages in excess of 50 V.

7-7 MONOLITHIC DIODES 1

The diodes utilized in integrated circuits are made by using transistor struc-
tures in one of five possible connections (Prob. 7-9). The three most popular
diode structures are shown in Fig. 7-16. They are obtained from a transistor
structure by using the emitter-base diode, with the collector short-circuited
to the base (a); the emitter-base diode, with the collector open (6); and the
collector-base diode, with the emitter open-circuited (or not fabricated at all)

(c). The choice of the diode type used depends upon the application and cir-

cuit performance desired. Collector-base diodes have the higher collector-base
voltage-breaking rating of the collector junction (~12 V minimum), and they
are suitable for common-cathode diode arrays diffused within a single isolation
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Fig. 7-16 Cross section of

various diode structures,

(a) Emitter-base diode

with collector shorted to

baste; (b) emitter-base

diode with collector open;

(c) collector-base diode

(no emitter diffusion).

P
+

n P
+

n P
+

n P +

island, as shown in Fig. 7-17a. Common-anode arrays can also be made with

the collector-base diffusion, as shown in Fig. 7-176. A separate isolation is

required for each diode, and the anodes are connected by metalization.

The emitter-base diffusion is very popular for the fabrication of diodes

provided that the reverse-voltage requirement of the circuit does not exceed

the lower base-emitter breakdown voltage (~7 V). Common-anode arrays

can easily be made with the emitter-base diffusion by using a multiple-emitter

transistor within a single isolation area, as shown in Fig. 7-18. The collector

may be either open or shorted to the base. The diode pair in Fig. 7-1 is con-

structed in this manner, with the collector floating (open).

Diode Characteristics The forward volt-ampere characteristics of the

three diode types discussed above are shown in Fig. 7-19. It will be observed

that the diode-connected transistor (emitter-base diode with collector shorted

Anode
1 X

Common
cathode

3
9

x
Anode

2

Cathode
1

Common
anode

3
9

X X
Cathode

2

Fig. 7-17 Diode pairs, (a) Common-cathode pair and (b) common-

anode pair, using collector-base diodes.
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C

B

(a)

Isolation

( b )
*

Fig. 7-18 A multiple-emit-

ter n-p-n transistor, (a)

Schematic, (b) monolithic

surface pattern. If the

base is connected to the

collector, the result is a

multiple-cathode diode

structure with a common

anode.

to the base) provides the highest conduction for a given forward voltage.
The reverse recovery time for this diode is also smaller, one-third to one-fourth
that of the collector-base diode.

7-8 INTEGRATED RESISTORS 1

A resistor in a monolithic integrated circuit is very often obtained by utilizing
the bulk resistivity of one of the diffused areas. The p-type base diffusion
is most commonly used, although the n-type emitter diffusion is also employed.
Since these diffusion layers are very thin, it is convenient to define a quantity
known as the sheet resistance Rs.

Sheet Resistance If, in Fig. 7-20, the width w equals the length l, we
have a square l by l of material with resistivity p, thickness y, and cross-sec-
tional area A = ly. The resistance of this conductor (in ohms per square) is

Fig. 7-19 Typical diode volt-ampere char-

acteristics for the three diode types of

Fig. 7-16. (a) Base-emitter (collector

shorted to base); (b) base-emitter (collec-

tor open); (c) collector-base (emitter open)

(Courtesy of Fairchild Semiconductor.)
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Fig. 7-20 Pertaining to sheet re-

sistance, ohms per square.

Note that Rs is independent of the size of the square. Typically, the sheet

resistance of the base and emitter diffusions whose profiles are given in Fig.

7-12 is 200 12/square and 2.2 12/square, respectively.

The construction of a base-diffused resistor is shown in Fig. 7-1 and is

repeated in Fig. 7-2 la. A top view of this resistor is shown in Fig. 7-216.

The resistance value may be computed from

R = — = Rs —yw w (7-7)

where l and w are the length and width of the diffused area, as shown in the

top view. For example, a base-diffused-resistor stripe 1 mil wide and 10

mils long contains 10 (1 by 1 mil) squares, and its value is 10 X 200 = 2,00012.

Empirical 1
-
2 corrections for the end contacts are usually included in calculations

of R.

Resistance Values Since the sheet resistance of the base and emitter

diffusions is fixed, the only variables available for diffused-resistor design are

i x^\\\\\\\\\\\\\\\\\̂v\\\\ ^\\w
p resistor

p+
.

n isolation region

p substrate

Fig. 7-21 A monolithic resistor, (a) Cross-

sectional view; (b) top view.

E
1
3

(6 )
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Fig. 7-22 The equivalent circuit

of a diffused resistor.

stripe length and stripe width. Stripe widths of less than 1 mil (0.001 in.)

are not normally used because a line-width variation of 0.0001 in. due to

mask drawing error or mask misalignment or photographic-resolution error

can result in 10 percent resistor-tolerance error.

The range of values obtainable with diffused resistors is limited by the

size of the area required by the resistor. Practical range of resistance is 20 ft

to 30 K for a base-diffused resistor and 10 ft to 1 K for an emitter-diffused

resistor. The tolerance which results from profile variations and surface

geometry errors 1
is as high as ±10 percent of the nominal value at 25°C,

with ratio tolerance of ±1 percent. For this reason the design of integrated

circuits should, if possible, emphasize resistance ratios rather than absolute

values. The temperature coefficient for these heavily doped resistors is posi-

tive (for the same reason that gives a positive coefficient to the silicon sensistor,

discussed in Sec. 2-7) and is +0.06 percent/°C from —55 to 0°C and +0.20
percent/°C from 0 to 125°C.

Equivalent Circuit A model of the diffused resistor is shown in Fig. 7-22,

where the parasitic capacitances of the base-isolation (C\

)

and isolation-sub-

strate (C2 ) junctions are included. In addition, it can be seen that a parasitic

p-n-p transistor exists, with the substrate as collector, the isolation n-type
region as base, and the resistor p-type material as the emitter. The collector

is reverse-biased because the p-type substrate is at the most negative potential.

It is also necessary that the emitter, be reverse-biased to keep the parasitic

transistor at cutoff. This condition is maintained by placing all resistors in

the same isolation region and connecting the n-type isolation region surround-
ing the resistors to the most positive voltage present in the circuit. Typical
values of hfe for this parasitic transistor range from 0.5 to 5.

Thln-film Resistors 1 A technique of vapor thin-film deposition can also be
used to fabricate resistors for integrated circuits. The metal (usually nichrome
NiCr) film is deposited (to a thickness at less than 1 jum) on the silicon dioxide
layer, and masked etching is used to produce the desired geometry. The
metal resistor is then covered by an insulating layer, and apertures for the
ohmic contacts are opened through this insulating layer. Typical sheet-
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resistance values for nichrome thin-film resistors are 40 to 400 12/square,

resulting in resistance values from about 20 12 to 50 K.

7-9 INTEGRATED CAPACITORS AND INDUCTORS 1 - 2

Capacitors in integrated circuits may be obtained by utilizing the transition

capacitance of a reverse-biased p-n junction or by a thin-film technique.

Junction Capacitors A cross-sectional view of a junction capacitor is

shown in Fig. 7-23a. The capacitor is formed by the reverse-biased junction
J 2) which separates the epitaxial n-type layer from the upper p-type diffusion

area. An additional junction J 1 appears between the n-type epitaxial plane
and the substrate, and a parasitic capacitance Ci is associated with this reverse-

biased junction. The equivalent circuit of the junction capacitor is shown
in Fig. 7-236, where the desired capacitance C2 should be as large as possible

relative to CT The value of C2 depends on the junction area and impurity
concentration. Since this junction is essentially abrupt, C2 is given by Eq.
(3-23). The series resistance R (10 to 50 12) represents the resistance of the
n-type layer.

It is clear that the substrate must be at the most negative voltage so

as to minimize Ch and isolate the capacitor from other elements by keeping
junction Ji reverse-biased. It should aleo be pointed out that the junction

capacitor C2 is polarized since the p-n junction J 2 must always be reverse-

biased.

Thin-film Capacitors A metal-oxide-semiconductor (MOS) nonpolarized

capacitor is indicated in Fig. 7-24a. This structure is a parallel-plate capac-

Fig. 7-23 (a) Junction monolithic capacitor, (b) Equivalent circuit. (Courtesy

of Motorola, Inc.)
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A
o-

C«0.25 pF/mil 2

R =
5-ion
JWV

-p. c,

jo-type substrate

(b)

B
-o

Fig. 7-24 An MOS capacitor, (a) The structure; (b) the equivalent circuit.

itor with Si02 as the dielectric. A surface thin film of metal (aluminum) is

the top plate. The bottom plate consists of the heavily doped n+ region that
is formed during the emitter diffusion. A typical value for capacitance 8

is

0.4 pF/mil 2 for an oxide thickness of 500 A, and the capacitance varies inversely

with the thickness.

The equivalent circuit of the MOS capacitor is shown in Fig. 7-246,

where Ci denotes the parasitic capacitance J\ of the collector-substrate junc-

tion, and R is the small series resistance of the n+ region. Table 7-2 lists the

range of possible values for the parameters of junction and MOS capacitors.

TABLE 7-2 Integrated capacitor parameters

Characteristic

Diffused-junction

capacitor Thin-film MOS

Capacitance, pF/mil 2 0.2

2 X 10 3

400

5-20

kV"3

±20

0.25-0.4

2 X 10 3

800

50-200

0

±20

Maximum area, mil 2

Maximum value, pF
Breakdown voltage, V
Voltage dependence

Tolerance, percent

Inductors No practical inductance values have been obtained at the

present time (1972) on silicon substrates using semiconductor or thin-film

techniques. Therefore their use is avoided in circuit design wherever possible.

If an inductor is required, a discrete component is connected externally to the

integrated circuit.

Characteristics of Integrated Components Based upon our discussion

of integrated-circuit technology, we can summarize the significant charac-

teristics of integrated circuits (in addition to the advantages listed in Sec. 7-1).
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1. A restricted range of values exists for resistors and capacitors. Typi-
cally, 10 S2 < R < 30 K and C < 200 pF.

2. Poor tolerances are obtained in fabricating resistors and capacitors of

specific magnitudes. For example, ±20 percent of absolute values is typical.

Resistance ratio tolerance can be specified to ± 1 percent because all resistors

are made at the same time using the same techniques.

3. Components have high-temperature coefficients and may also be volt-

age-sensitive.

4. High-frequency response is limited by parasitic capacitances.

5. The technology is very costly for small-quantity production.

6. No practical inductors or transformers can be integrated.

In the next section we examine some of the design rules for the layout of

monolithic circuits.

7-10 MONOLITHIC-CIRCUIT LAYOUT 110

In this section we describe how to transform the discrete logic circuit of Fig.

7-25a into the layout of the monolithic circuit shown in Fig. 7-26.

Design Rules for Monolithic Layout The following 10 reasonable design

rules are stated by Phillips 10
:

1. Redraw the schematic to satisfy the required pin connection with the

minimum number of crossovers.

Fig. 7-25 (a) A DTL gate, (b) The schematic redrawn to indicate the 10 external

connections arranged in the sequence in which they will be brought out to the

header pins. The isolation regions are shown in heavy outline.
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2. Determine the number of isolation islands from collector-potential con-

siderations, and reduce the areas as much as possible.

3. Place all resistors having fixed potentials at one end in the same iso-

lation island, and return that isolation island to the most positive potential

in the circuit.

4. Connect the substrate to the most negative potential of the circuit.

5. In layout, allow an isolation border equal to twice the epitaxial thick-

ness to allow for underdiffusion.

6. Use 1-mil widths for diffused emitter regions and |-mil widths for base

contacts and spacings, and for collector contacts and spacings.

7. For resistors, use widest possible designs consistent with die-size

limitations. Resistances which must have a close ratio must have the same
width and be placed close to one another.

8. Always optimize the layout arrangement to maintain the smallest

possible die size, and if necessary, compromise pin connections to achieve this.

9. Determine component geometries from the performance requirements

of the circuit.

.

10. Keep all metalizing runs as short and as wide as possible, particularly

at the emitter and collector output connections of the saturating transistor.

Pin Connections The circuit of Fig. 7-25a is redrawn in Fig. 7-256,

with the external leads labeled 1, 2, 3, . . . , 10 and arranged in the order

in which they are connected to the header pins. The diagram reveals that

the power-supply pins are grouped together, and also that the inputs are on

adjacent pins. In general, the external connections are determined by the

system in which the circuits are used.

Crossovers Very often the layout of a monolithic circuit requires two
conducting paths (such as leads 5 and 6 in Fig. 7-256) to cross over each other.

This crossover cannot be made directly because it will result in electric contact

between two parts of the circuit. Since all resistors are protected by the Si0 2

layer, any resistor may be used as a crossover region. In other words, if

aluminum metalization is run over a resistor, no electric contact will take

place between the resistor and the aluminum.

Sometimes the layout is so complex that additional crossover points may
be required. A diffused structure which allows a crossover is also possible. 1

Isolation Islands The number of isolation islands is determined next.

Since the transistor collector requires one isolation region, the heavy rectangle

has been drawn in Fig. 7-256 around the transistor. It is shown connected

to the output pin 2 because this isolation island also forms the transistor col-

lector. Next, all resistors are placed in the same isolation island, and the

island is then connected to the most positive voltage in the circuit, for reasons

discussed in Sec. 7-8.
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To determine the number of isolation regions required for the diodes
;

it

is necessary first to establish which kind of diode will be fabricated. In this

case, because of the low forward drop shown in Fig. 7-19, it was decided to

make the common-anode diodes of the emitter-base type with the collector

shorted to the base. Since the “collector” is at the “base” potential, it is

required to have a single isolation island for the four common-anode diodes.

Finally, the remaining diode is fabricated as an emitter-base diode, with the

collector open-circuited, and thus it requires a separate isolation island.

The Fabrication Sequence The final monolithic layout is determined by
a trial-and-error process, having as its objective the smallest possible die size.

This layout is shown in Fig. 7-26. The reader should identify the four iso-

lation islands, the three resistors, the five diodes, and the transistor. It is

interesting to note that the 5.6-K resistor has been achieved with a 2-mil-wide

1.8-K resistor in series with a 1-mil-wide 3.8-K resistor. To conserve space,

Indicates isolation region FT .1 Indicates metalization

Fig. 7-26 Monolithic design layout for the circuit of Fig. 7-25.

(Courtesy of Motorola Monitor, Phoenix, Ariz.)
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Fig. 7-27 Monolithic fab-

rication sequence for the

circuit of Fig. 7-25.

(Courtesy of Motorola

Monitor, Phoenix, Ariz.)

Emitter diffusion Preohmic etch

Metalization Flat package assembly

the resistor was folded back on itself. In addition, two metalizing crossovers

ran over this resistor.

From a layout such as shown in Fig. 7-26, the manufacturer produces

the masks required for the fabrication of the monolithic integrated circuit.

The production sequence which involves isolation, base, and emitter diffusions,

preohmic etch, aluminum metalization, and the flat package assembly is shown
in Fig. 7-27.

7-11 ADDITIONAL ISOLATION METHODS

Electrical isolation between the different elements of a monolithic integrated

circuit is accomplished by means of a diffusion which yields back-to-back
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p-n junctions, as indicated in Sec. 7-2. With the application of bias voltage
to the substrate, these junctions represent reverse-biased diodes with a very
high back resistance, thus providing adequate dc isolation. But since each
p-n junction is also a capacitance, there remains that inevitable capacitive
coupling between components and the substrate. These parasitic distributed
capacitances thus limit monolithic integrated circuits to frequencies somewhat
below those at which corresponding discrete circuits can operate.

Additional methods for achieving better isolation, and therefore improved
frequency response, have been developed, and are discussed in this section.

Dielectric Isolation In this process 11 the diode-isolation concept is dis-

carded completely. Instead, isolation, both electrical and physical, is achieved
by means of a layer of solid dielectric which completely surrounds and sepa-
rates the components from each other and from the common substrate. This
passive layer can be silicon dioxide, silicon monoxide, ruby, or possibly a glazed
ceramic substrate which is made thick enough so that its associated capacitance
is negligible.

In a dielectric isolated integrated circuit it is possible to fabricate readily
p-n-p and n-p-n transistors within the same silicon substrate. It is also simple
to have both fast and charge-storage diodes and also both high- and low-fre-
quency transistors in the same chip through selective gold diffusion—a process
prohibited by conventional techniques because of the rapid rate at which gold
diffuses through silicon unless impeded by a physical barrier such as a dielectric

layer.

An isolation method pioneered by RCA 11
is referred to as SOS (silicon-

on-sapphire). On a single-crystal sapphire substrate an n-type silicon layer
is grown heteroepitaxially. By etching away selected portions of the silicon,

isolated islands are formed (interconnected only by the high-resistance sap-
phire substrate).

One isolation method employing silicon dioxide as the isolating material
is the EPIC process, 12 developed by Motorola, Inc. This EPIC isolation

method reduces parasitic capacitance by a factor of 10 or more. In addition,

the insulating oxide precludes the need for a reverse bias between substrate
and circuit elements. Breakdown voltage between circuit elements and
substrate is in excess of 1,000 V, in contrast to the 20 V across an isolation

junction.

Beam Leads The beam-lead concept 13 of Bell Telephone Laboratories
was primarily developed to batch-fabricate semiconductor devices and inte-

grated circuits. This technique consists in depositing an array of thick (of

the order of 1 mil) contacts on the surface of a slice of standard monolithic
circuit, and then removing the excess semiconductor from under the contacts,

thereby separating the individual devices and leaving them with semirigid

beam leads cantilevered beyond the semiconductor. The contacts serve not
only as electrical leads, but also as the structural support for the devices;
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-emitter
Base-resistor beam
intraconnection

(one of four)

Input resistor (one of four)

Load resistor

Input-resistor

beam lead

(one of four)

Isolation area

Load-resistor

beam lead

Semiconductor

wafer

Common- collector

beam lead

Isolation area Semiconductor wafers

Fig. 7-28 The beam-lead isolation technique, (a) Photomicrograph

of logic circuit connected in a header, (b) The underside of the

same circuit, with the various elements identified. (Courtesy of

Bell Telephone Laboratories.)

hence the name beam leads. Chips of beam-lead circuits are mounted directly

by leads, without 1-mil aluminum or gold wires.

Isolation within integrated circuits may be accomplished by the beam-
lead structure. By etching away the unwanted silicon from under the beam
leads which connect the devices on an integrated chip, isolated pads of silicon

may be attained, interconnected by the beam leads. The only capacitive

coupling between elements is then through the small metal-over-oxide overlay.

This is much lower than the junction capacitance incurred with p-n junction-

isolated monolithic circuits.

It should be pointed out that the dielectric and beam-lead isolation
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techniques involve additional process steps, and thus higher costs and possible

reduction in yield of the manufacturing process.

Figure 7-28 shows photomicrographs of two different views of a logic

circuit made using the beam-lead technique. The top photo shows the logic

circuit connected in a header. The bottom photo shows the underside of

the same circuit with the various elements identified. This device is made
using conventional planar techniques to form the transistor and resistor regions.

Electrical isolation is accomplished by removing all unwanted material between
components. The beam leads then remain to support and intraconnect the

isolated components.

Hybrid Circuits 1 The hybrid circuit as opposed to the monolithic circuit

consists of several component parts (transistors, diodes, resistors, capacitors,

or complete monolithic circuits), all attached to the same ceramic substrate

and employing wire bonding to achieve the interconnections. In these circuits

electrical isolation is provided by the physical separation of the component
parts, and in this respect hybrid circuits resemble beam-lead circuits.

7-12 LARGE-SCALE AND MEDIUM-SCALE INTEGRATION
(LSI AND MSI)

Large-scale integration 11 represents the process of fabricating chips with a

large number of components which are interconnected to form complete sub-

systems or systems. In 1972 commercially available LSI circuits contained,

typically, more than 100 gates, or 1,000 individual circuit components. A
triple-diffused bipolar transistor requires approximately 50 mil 2 of chip area,

whereas a typical MOS transistor (Chap. 10) requires only 5 mil 2
. Much

higher element densities are possible with MOS LSI than bipolar LSI circuits.

Since LSI is an extension of integrated-circuit techniques, the fabrication

is identical with that described in Sec. 7-2. Only the methods of testing and
interconnection are different with LSI. There are two principal techniques,

called discretionary wiring and fixed interconnection pattern . The former con-

sists in manufacturing on a single large chip many identical units, called unit

cells
,
such as logic gates which are to be interconnected into a system. The

cells are then tested by an automatic LSI tester which remembers the loca-

tion of the “good” cells. The tester is coupled to a digital computer which
calculates instructions for a pattern of metalization runs which interconnects

the good cells so as to yield the desired system function. This process must
be repeated for each LSI wafer, since the patterns of good and bad circuits

will differ from wafer to wafer.

A fixed interconnection pattern starts with a more complex cell, called a
polycell

,
and then interconnects several of these to form a larger system through

a fixed interconnection which is less complex than the pattern required for an
equal array composed of simpler circuits.
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The most common LSI products are read-write memories (R/W), read-

only memories (ROM), and shift registers (discussed in Chap. 17).

Medium-scale Integration MSI devices have a component density

less than that of LSI, but in excess of about 100 per chip. These commer-
cially available units include shift registers, counters, decoders, adders, etc.

(Chap. 17).

7-13 THE METAL-SEMICONDUCTOR CONTACT 14

Two types of metal-semiconductor junctions are possible, ohmic and rectifying.

The former is the type of contact desired when a lead is to be attached to a

semiconductor. On the other hand, the rectifying contact results in a metal-
semiconductor diode (called a Schottky harrier), with volt-ampere character-

istics very similar to those of a p-n diode. The metal-semiconductor diode
was investigated many years ago, but until the late 1960s commercial Schottky
diodes were not available because of problems encountered in their manufac-
ture. It has turned out that most of the fabrication difficulties are due to

surface effects; by employing the surface-passivated integrated-circuit tech-

niques described in this chapter, it is possible to construct almost ideal metal-
semiconductor diodes very economically.

As mentioned in Sec. 7-2 (step 4), aluminum acts as a p-type impurity
when in contact with silicon. If A1 is to be attached as a lead to n-type Si,

an ohmic contact is desired and the formation of a p-n junction must be pre-

vented. It is for this reason that n+ diffusions are made in the n regions near
the surface where the A1 is deposited (Fig. 7-2d). On the other hand, if the

n+ diffusion is omitted and the A1 is deposited directly upon the n-type Si,

an equivalent p-n structure is formed, resulting in an excellent metal-semi-

conductor diode. In Fig. 7-29 contact 1 is a Schottky barrier, whereas con-
tact 2 is an ohmic (nonrectifying) contact, and a metal-semiconductor diode

exists between these two terminals, with the anode at contact 1. Note that

1 2

(a)

1 n 2
o ^ o

Anode '-J Cathode

(b)

Fig. 7-29 (a) A Schottky

diode formed by 1C tech T

niques. The aluminum and

the lightly doped n region

form a rectifying contact 1,

whereas the metal and the

heavily doped n+ region

form an ohmic contact 2.

(b) The symbol for this

metal-semiconductor diode.



Sec. 7-13 INTEGRATED CIRCUITS: FABRICATION AND CHARACTERISTICS / 229

(0

Fig. 7-30 (a) A transistor with a Schottky-diode clamp between base
and collector to prevent saturation.

(b) The cross section of a mono-
lithic 1C equivalent to the diode-transistor combination in (a), (c) The

Schottky transistor symbol, which is an abbreviation for that shown in (a).

the fabrication of a Schottky diode is actually simpler than that of a p-n
diode, which requires an extra (p-type) diffusion.

The external volt-ampere characteristic of a metal-semiconductor diode
is essentially the same as that of a p-n junction, but the physical mechanisms
involved are more complicated. Note that in the forward direction electrons
from the n-type Si cross the junction into the metal, where electrons are
plentiful. In this sense, this is a majority-carrier device, whereas minority
carriers account for a p-n diode characteristic. As explained in Sec. 3-10,
there is a delay in switching a p-n diode from on to off because the minority
carriers stored at the junction must first be removed. Schottky diodes have
a negligible storage time ta because the current is carried predominantly by
majority carriers. (Electrons from the n side enter the aluminum and become
indistinguishable from the electrons in the metal, and hence are not “stored”
near the junction.)

It should be mentioned that the voltage drop across a Schottky diode is

much less than that of a p-n diode for the same forward current. Thus, a
cutin voltage of about 0.3 V is reasonable for a metal-semiconductor diode
as against 0.6 V for a p-n barrier. Hence the former is closer to the ideal
diode clamp than the latter.

The Schottky Transistor To reduce the propogation-delay time in a logic

gate, it is desirable to eliminate storage time in all transistors. In other
words, a transistor must be prevented from entering saturation. This con-
dition can be achieved, as indicated in Fig. 7-30a, by using a Schottky diode
as a clamp between the base and emitter. If an attempt is made to saturate
this transistor by increasing the base current, the collector voltage drops, D
conducts, and the base-to-collector voltage is limited to about 0.4 V. Since
the collector j unction is forward-biased by less than the cutin voltage ( ~ 0.5 V)

,

the transistor does not enter saturation (Sec. 5-8).
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With no additional processing steps, the Schottky clamping diode can be

fabricated at the same time that the transistor is constructed. As indicated

in Fig. 7-306, the aluminum metalization for the base lead is allowed to make
contact also with the n-type collector region (but without an intervening n+

section). This simple procedure forms a metal-semiconductor diode between

base and collector. The device in Fig. 7-306 is equivalent to the circuit of

Fig. 7-30a. This is referred to as a Schottky transistor
,
and is represented by

the symbol in Fig. 7-30c.
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REVIEW QUESTIONS

7-1 What are the four advantages of integrated circuits?

7-2 List the five steps involved in fabricating a monolithic integrated circuit

(IC), assuming you already have a substrate.

7-3 List the five basic processes involved in the fabrication of an IC, assuming
you already have a substrate.

7-4 Describe epitaxial growth.

7-5 (a) Describe the photoetching process. (b ) How many masks are required
to complete an IC? List the function performed by each mask.

7-6 (a) Describe the diffusion process. (b ) What is meant by an impurity
profile

f

7-7 (a) How is the surface layer of Si0 2 formed? (6) How thick is this layer?
(c) What are the reasons for forming the Si0 2 layers?

7-8 Explain how isolation between components is obtained in an IC.
7-9 How are the components interconnected in an IC?
7-10 Explain what is meant by parasitic capacitance in an IC.
7-11 Give the order of magnitude of (a) the substrate thickness; (6) the epi-

taxial thickness; (c) the base width; (d) the diffusion time; (e) the diffusion tempera-
ture; (/) the surface area of a transistor; (g) the chip size.

7-12 Sketch the cross section of an IC transistor.

7-13 Sketch the cross section of a discrete planar epitaxial transistor.

7-14 List the advantages and disadvantages of an IC vs. a discrete transistor.

7-15 (a) Define buried layer, (b) Why is it used?
7-16 Describe a lateral p-n-p transistor. Why is its current gain low?
7-17 Describe a vertical p-n-p transistor. Why is it of limited use?
7-18 Describe a supergain transistor.

7-19 (a) How are IC diodes fabricated? (6) Sketch the cross sections of two
types of emitter-base diodes.

7-20 Sketch the cross section of a diode pair using collector-base regions if (a) the
cathode is common and (6) the anode is common.

7-21 Sketch the top view of a multiple-emitter transistor. Show the isolation,

collector, base, and emitter regions.

7-22 (a) Define sheet resistance R s . (b

)

What is the order of magnitude of Rs

for the base region and also for the emitter region? (c) Sketch the cross section of an
IC resistor, (d) What are the order of magnitudes of the smallest and the largest

values of an IC resistance?

7-23 (a) Sketch the equivalent circuit of a base-diffused resistor, showing all

parasitic elements. (6) What must be done (externally) to minimize the effect of the
parasitic elements?

7-24 Describe a thin-film resistor.
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7-25 (a) Sketch the cross section of a junction capacitor. (b ) Draw the equiva-

lent circuit, showing all parasitic elements.

7-26 Repeat Rev. 7-25 for an MOS capacitor.

7-27 (a) What are the two basic distinctions between a junction and an MOS
capacitor? (b) What is the order of magnitude of the capacitance per square mil?

(c) What is the order of magnitude of the maximum value of C ?

7-28 (a) To what voltage is the substrate connected? Why? (b) To what

voltage is the isolation island containing the resistors connected? Why? (c) Can
several transistors be placed in the same isolation island? Explain.

7-29 Describe briefly (a) dielectric isolation; (b) beam-lead isolation.

7-30 What is meant by a hybrid circuit

?

7-31 How is an aluminum contact made with n-type silicon so that it is (a)

ohmic; (6) rectifying?

7-32 Why is storage time eliminated in a metal-semiconductor diode?

7-33 What is a Schottky transistor

f

Why is storage time eliminated in such a

transistor?

7-34 Sketch the cross section of an IC Schottky transistor.



THE TRANSISTOR AT

LOW FREQUENCIES

The large-signal response of a transistor is obtained graphically. For
small signals the transistor operates with reasonable linearity, and we
inquire into small-signal linear models which represent the operation
of the transistor in the active region. The parameters introduced in
the models presented here are interpreted in terms of the external
volt-ampere characteristics of the transistor. A detailed study of the
transistor amplifier in its various configurations is made.

Very often, in practice, a number of stages are used in cascade
to amplify a signal from a source, such as a phonograph pickup, to
a level which is suitable for the operation of another transducer,
such as a loudspeaker. In this chapter we consider the problem
of cascading a number of transistor amplifier stages. In addition,
various special transistor circuits of practical importance are exam-
ined in detail. Also, simplified approximate methods of solution
are presented. All transistor circuits in this chapter are examined
at low frequencies, where the transistor internal capacitances may be
neglected.

8-1 GRAPHICAL ANALYSIS OF THE CE CONFIGURATION

It is our purpose in this section to analyze graphically the opera-
tion of the circuit of Fig. 8-1. In Fig. S-2a the output character-
istics of a p-n-p germanium transistor and in Fig. 8-26 the corre-
sponding input characteristics are indicated. We have selected the
CE configuration because, as we see in Sec. 8-9, it is the most gen-
erally useful configuration.

In Fig. 8-2a we have drawn a load line for a 250-fi load with
Fee = 15 V. If the input base-current signal is symmetric, the qui-

233
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Fig. 8-1 The CE transistor configura-

tion.

escent point Q is usually selected at about the center of the load line, as

shown in Fig. 8-2a. We postpone until Chap. 9 our discussion on biasing of

transistors.

Notation At this point it is important to make a few remarks on tran-

sistor symbols. Specifically, instantaneous values of quantities which vary

with time are represented by lowercase letters (i for current, v for voltage,

and p for power). Maximum, average (dc), and effective, or root-mean-

square (rms), values are represented by the uppercase letter of the proper

symbol (/, V
,
or P). Average (dc) values and instantaneous total values

are indicated by the uppercase subscript of the proper electrode symbol (

B

for base, C for collector, E for emitter). Varying components from some

Collector voltage uC£j» V Base current iB ,
/aA

(a) (*)

Fig. 8-2 (a) Output and (b) input characteristics of a p-n-p germanium

transistor.
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quiescent value are indicated by the lowercase subscript of the proper elec-

trode symbol. A single subscript is used if the reference electrode is clearly

understood. If there is any possibility of ambiguity, the conventional dou-

ble-subscript notation should be used. For example, in Figs. 8-3a to d and
8-1, we show collector and base currents and voltages in the common-emitter
transistor configuration, employing the notation just described. The collector

and emitter current and voltage component variations from the corresponding

quiescent values are

% = ic ~ Ic = Aic v c = vc — Vc = Avc
(8-1)

% = ia — Id = AiB vh = vD — VB = AvB

The magnitude of the supply voltage is indicated by repeating the electrode

subscript. This notation is summarized in Table 8-1.

TABLE 8-7 Notation summarized

Base (collector)

voltage with

respect to emitter

Base (collector)

current toward

electrode from

external circuit

Instantaneous total value vB {vc) iB (ic)

Quiescent value Vb (Vc) 1b (Ic)

Instantaneous value of varying component
Effective value of varying component (phasor, if

Vb (V c) ib (ic)

a sinusoid)

Supply voltage (magnitude)
Vb (Ve)

VBB (Vcc)

h (Ic)

The Waveforms Assume a 200-juA peak sinusoidally varying base current

around the quiescent point Q, where IB = —300 juA. Then the extreme
points of the base waveform are A and B

,
where iB = —500 juA and —100 juA,

respectively. These points are located on the load line in Fig. 8-2a. We
find ic and vCe, corresponding to any given value of iB} at the intersection of

the load line and the collector characteristics corresponding to this value of iB .

For example, at point A, iB = —500 juA, ic = —46.5 mA, and vCe = —3.4 V.

The waveforms ic and vCe are plotted in Fig. 8-3a and b
,
respectively. We

observe that the collector-current and collector-voltage waveforms are not the

same as the base-current waveform (the sinusoid of Fig. S-3c) because the

collector characteristics in the neighborhood of the load line in Fig. 8-2a are

not parallel lines equally spaced for equal increments in base current. This

change in waveform is known as output nonlinear distortion.

The base-to-emitter voltage vBE for any combination of base current and
collector-to-be-emitter voltage can be obtained from the input characteristic

curves. In Fig. 8-25 we show the dynamic operating curve drawn for the

combinations of base current and collector voltage found along A-Q-B of the
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load line of Fig. 8-2a. The waveform vBe can be obtained from the dynamic
operating curve of Fig. 8-26 by reading the voltage vBe corresponding to a
given base current iB . We now observe that, since the dynamic curve is not
a straight line, the waveform of vh (Fig. 8~3d) will not, in general, be the same
as the waveform of ib . This change in waveform is known as input nonlinear
distortion . In some cases it is more reasonable to assume that vb in Fig. 8-3d
is sinusoidal, and then ib will be distorted. The above condition will be true
if the sinusoidal voltage source v s driving the transistor has a small output
resistance R s in comparison with the input resistance R{ of the transistor, so
that the transistor input-voltage waveform is essentially the same as the source
waveform. However, if R s » Rh the variation in iB is given by ib « v,/R a)

and hence the base-current waveform is also sinusoidal.

From Fig. 8-26 we see that for a large sinusoidal base voltage vb around the
point Q ,

the base-current swing \ib
\

is smaller to the left of Q than to the right

of Q. This input distortion tends to cancel the output distortion because, in

Fig. 8-2a, the collector-current swing \ic
\

for a given base-current swing is

larger over the section BQ than over QA. Hence, if the amplifier is biased
so that Q is near the center of the io-VcE plane, there will be less distortion if the
excitation is a sinusoidal base voltage than if it is a sinusoidal base current.

It should be noted here that the dynamic load curve can be approximated
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by a straight line over a sufficiently small line segment, and hence, if the input
signal is small, there will be negligible input distortion under any conditions

of operation (current-source or voltage-source driver)

.

Since the small-signal low-frequency response of a transistor is linear, it

can be obtained analytically rather than graphically. As a matter of fact,

for very small signals the graphical technique used in connection with Fig. 8-2

would require interpolation between the printed characteristics and would
result in very poor accuracy. In the remainder of the chapter we assume
small-signal (also called incremental) operation, obtain a linear circuit model
for the transistor, and then analyze the network analytically.

8-2 TWO-PORT DEVICES AND THE HYBRID MODEL

The terminal behavior of a large class of two-port devices is specified by
two voltages and two currents. The box in Fig. 8-4 represents such a two-port
network. We may select two of the four quantities as the independent vari-

ables and express the remaining two in terms of the chosen independent vari-

ables. It should be noted that, in general, we are not free to select the inde-

pendent variables arbitrarily. For example, if the two-port device is an ideal

transformer, we cannot pick the two voltages zq and v 2 as the independent
variables because their ratio is a constant equal to the transformer turns ratio.

If the current ii and the voltage v2 are independent and if the two-port is linear,

we may write

vi = Anii + A i 2y 2 (8-2)

i2 = h 2\i\ + h 22v 2 (8-3)

The quantities An, An, A 21 ,
and A22 are called the A, or hybrid

,
'parameters because

they are not all alike dimensionally. Let us assume that there are no reactive

elements within the two-port network. Then, from Eqs. (8-2) and (8-3), the

A parameters are defined as follows:

input resistance with output short-circuited (ohms).

fraction of output voltage at input with 'input open-

circuited, or more simply, reverse-open-circuit voltage

amplification (dimensionless).

Vl
An = .

ti

h ~ Vl
Al2 — “

V2

|vi = 0

1*1 —0

+ o-

Vi

Two-port
active

device

v2

Output
port

Fig. 8-4 A two-port

network.

Input

port

- o- -o -
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&21
ii |ui = 0

ii

v2 |vi = 0

negative of current transfer ratio (or current gain)

with output short-circuited. (Note that the current

into a load across the output port would be the nega-

tive of %%.) This parameter is usually referred to,

simply, as the short-circuit current gain (dimensionless).

output conductance with input open-circuited (mhos).

Notation The following convenient alternative subscript notation is

recommended by the IEEE Standards 1
:

i = 11 = input o = 22 = output

/ = 21 = forward transfer r = 12 = reverse transfer

In the case of transistors, another subscript (6, e, or c) is added to designate
the type of configuration. For example,

ha — hub = input resistance in common-base configuration

h/c = htu = short-circuit forward current gain in common-emitter
circuit

Since the device described by Eqs. (8-2) and (8-3) is assumed to include
no reactive elements, the four parameters hu

, hi 2) hu, and h 2 2 are real numbers
and the voltages and currents Vi

}
v 2) and ii, i2 are functions of time. However,

if reactive elements had been included in the device, the excitation would be
considered to be sinusoidal, the h parameters would in general be functions
of frequency, and the voltages and currents would be represented by phasors
Fi, F2 ,

and Iu I 2 .

The Model We may now use the four h parameters to construct a
mathematical model of the device of Fig. 8-4. The hybrid circuit for any
device characterized by Eqs. (8-2) and (8-3) is indicated in Fig. 8-5. We can
verify that the model of Fig. 8-5 satisfies Eqs. (8-2) and (8-3) by writing
Kirchhoff's voltage and current laws for the input and output ports, respec-
tively. Note that the input circuit contains a dependent voltage generator
whereas the output circuit has a dependent current source.

Fig, 8-5 The hybrid model for

the two-port network of Fig. 8-4.

The parameters hr and h/ are

dimensionless.
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8-3 TRANSISTOR HYBRID MODEL

The basic assumption in arriving at a transistor linear model or equivalent

circuit is that the variations about the quiescent point are assumed small,

so that the transistor parameters can be considered constant over the signal

excursion. The operating (quiescent) values of current and voltages are

determined by the method employed to bias the transistor (Chap. 9). These
values do not enter into an incremental model, which is used only to find

small-signal variations about the Q point.

The transistor model presented in this chapter is given in terms of the h

parameters, which are real numbers at audio frequencies, are easy to measure,

can also be obtained from the transistor static characteristic curves, and are

particularly convenient to use in circuit analysis and design. Furthermore,

a set of h parameters is specified for many transistors by the manufacturers.

To see how we can derive a hybrid model for a transistor, let us consider

the common-emitter connection shown in Fig. 8-1. The variables iB ,
iC}

vbe = vB} and vCe ~ vc represent total instantaneous currents and voltages.

From our discussion in Chap. 5 of transistor voltages and currents, we see

that we may select the current iB and voltage vc as independent variables.

Since vB is some function /i of iB and vc and since ic is another function /2

of iB and v C} we may write

vb = vc) (8-4)

ic ~ fa(ijBj vc) (8-5)

Making a Taylor’s series expansion of Eqs. (8-4) and (8-5) around the quies-

cent point IBj Vc ,
and neglecting higher-order terms, we obtain

Avb =

Aic =

dh
diB

d_h

diB

v^iB + &
Vc

AiB +
*Tc

Ib

AVc

Avc
Ib

(8-6)

(8-7)

The partial derivatives are taken, keeping the collector voltage or the base

current constant, as indicated by the subscript attached to the derivative.

The quantities AvB) AvC} A

i

B ,
and A ic represent the small-signal (incre-

mental) base and collector voltages and currents. According to the notation
in Eq. (8-1), we represent them with the symbols vb ,

vCJ ib} and ic . We may
now write Eqs. (8-6) and (8-7) in the following form:

i

Vb higib hreVc (8
“8)

ic h/ eib hoeVc (8-9)

h- = — - —
I h — d-fc - dvB

I

din diB I

vc
re

dvc dvc l/«

where

(8-10)
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CE CC

(b)

Fig. 8-6 The hybrid small-signal models for (a) the common-

emitter and (b) the common-collector configuration.

and
dip

din Vc

d/2 _ die

dve dve Ib (8-11 )

The partial derivatives of Eqs. (8-10) and (8-11) define the h parameters
for the common-emitter connection. In the next section we show that the
above partial derivatives can be obtained from the transistor characteristic

curves and that they are real numbers. We now observe that Eqs. (8-8)

and (8-9) are exactly the same form as Eqs. (8-2) and (8-3). Hence the
model of Fig. 8-5 can be used to represent a transistor.

Note that the partial derivatives in Eqs. (8-10) and (8-11) are taken
keeping Vc = constant or IB — constant. If a parameter is constant, its

incremental change is zero. Hence Vc ~ constant is equivalent to v c = 0 and
Ib = constant corresponds to % = 0. With this notation,

lire

dvB

dvc

- Hi I h Vb
Ib Vc |« = 0

or foi-e — YF tVc Ib = 0
(8-12)

where the second equation is valid if sinusoidal (phasor) voltages and currents
are under consideration.

The common-emitter (CE) /^-parameter model is shown in Fig. 8-6a.

The common-collector (CC) hybrid model is given in Fig. 8-66. Note from
the CC configuration of Fig. 5-19 that the input terminals are B and C whereas
the output terminals are E and C. An analogous equivalent circuit (Fig.

8-10) can be drawn for the common-base (CB) circuit, with input terminals
E and B and output terminals C and B. For each configuration, we note
from Kirchhoff’s current law that

ib + ie + ie = 0 (8-13)

The circuit models and equations are valid for either an n-p-n or a p-n-p
transistor and are independent of the type of load or the method of biasing.
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8-4 THE h PARAMETERS 2

Equations (8-4) and (8-5) give the form of the functional relationships for

the common-emitter connection of total instantaneous collector current and
base voltage in terms of two variables, namely, base current and collector

voltage. Such functional relationships are represented in Chap. 5 by families

of characteristic curves. Two families of curves are usually specified for

transistors. The output characteristic curves depict the relationship between
output current and voltage, with input current as the parameter. Figures
5-6 and 5-10 show typical output characteristic curves for the common-base
and common-emitter transistor configurations. The input characteristics

depict the relationship between input voltage and current with output voltage

as the parameter. Typical input characteristic curves for the common-base
and common-emitter transistor connections are shown in Figs. 5-7 and 5-11.

If the input and output characteristics of a particular connection are given,

the h parameters can be determined graphically.

The Parameter h/c For a common-emitter connection the characteristics

are shown in Fig. 8-7. From the definition of hfe given in Eq. (8-11) and
from Fig. 8-7, we have

die Aic ici — ici

din Ain vc ini — im
(8-14)

The current increments are taken around the quiescent point Q }
which corre-

sponds to the base current in = In and to the collector voltage Vcb = Vc
(a vertical line in Fig. 8-7).

The parameter h/e is the most important small-signal parameter of the

transistor. This common-emitter current transfer ratio, or CE alpha, is also

written ae ,
or /?', and called the small-signal beta of the transistor. The rela-

tionship between = h/e and the large-signal beta
, j3 « hFE, is given in Eq.

(5-23).

Fig. 8-7 Determination of h/c and hoe

from the CE output characteristics.
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The Parameter hoe From Eq. (8-11)

, _ die Aic I

/Zotf
—

~Z ^ T (8-15)

The value of hoe at the quiescent point Q is given by the slope of the output
characteristic curve at that point. This slope can be evaluated by drawing
the line AB in Fig. 8-7a tangent to the characteristic curve at the point Q.

The parameters h{e and hTe may be obtained graphically from the input

CE characteristics in a manner analogous to that illustrated in Fig. 8-7 (Prob.

8-2).

Based upon the definitions given in Secs. 8-3 and 8-9, simple experiments
may be carried out for the direct determination of the hybrid parameters. 3

Hybrid-parameter Variations From the discussion in this section we
have seen that once a quiescent point Q is specified, the h parameters can be
obtained from the slopes and spacing between curves at this point. Since

the characteristic curves are not in general straight lines, equally spaced for

equal changes in IB (Fig. 8-2a) or VCs (Fig. 8-26), it is clear that the values

of the h parameters depend upon the position of the quiescent point on the

curves. Moreover, from our discussion in Chap. 5, we know that the shape

3.0
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Fig. 8-8 Variation of common-emitter h parameters (a) with collector current

normalized to unity at Vce = —5.0 V and Ic = -1.0 mA for the type 2N996

diffused-silicon planar epitaxial transistor; (b) with junction temperature, nor-

malized to unity at Tj = 25°C. (Courtesy of Fairchild Semiconductor.)
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Fig. 8-9 Variation of h/e

with emitter current for the

type 2N1573 silicon

transistor. (Courtesy of

Texas Instruments, Inc.)

-5 -10 -16

Emitter current IE , mA
-20

and actual numerical values of the characteristic curves depend on the junc-

tion temperature. Hence the h parameters also will depend on temperature.

Most transistor specification sheets include curves of the variation of the h

parameters with the quiescent point and temperature. Such curves are

shown for a typical silicon p-n-p transistor in Fig. S-8a and b. These curves

are plotted with respect to the values of a specific operating point, say, — 5V
collector-to-emitter voltage and —1 mA collector current. The variation in

h parameters as shown in Fig. 8-8a is for a constant junction temperature of

25°C and a frequency of 1 kHz. Manufacturers usually also provide curves

of h parameters versus Vce, although this variation with VCe is often not

significant. Specifically, hfe is more sensitive to Ic than to VCe. Most tran-

sistors exhibit a well-defined maximum in the value of hfe as a function of

collector or emitter current. Such a maximum in the variation of hfe with

emitter current and temperature is shown in Fig. 8-9 for an n-p-n double-

diffused silicon mesa transistor.

Table 8-2 shows values of h parameters for the three different transistor

configurations of a typical junction transistor.

TABLE 8-2 Typical ^-parameter values for a

transistor (at Is = 1.3 mA)

Parameter CE cc CB

hn ~ hi 1,100 n 1,100 a 21.6 n
hi 2 — hT 2.5 X 10" 4 ~i 2.9 X 10“ 4

hn = hf 50 -51 -0.98
h 22 = h0 24 fjiA/V 25 mA/V 0.49 pA/V
1/ho 40 K 40 K 2.04 M
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8-5 CONVERSION FORMULAS FOR THE PARAMETERS
OF THE THREE TRANSISTOR CONFIGURATIONS

It may be necessary to convert from one set of transistor parameters to
another set. Some transistor manufacturers specify all four common-emitter
h parameters; others specify hfej ha, h0b, and hrb. In Table 8-3 we give approxi-
mate conversion formulas between the CE, CC, and CB h parameters. These
equations can be verified by using the definitions of the parameters involved
and KirchhofPs laws. The general procedure is illustrated in the following
example.

EXAMPLE Find hre in terms of the CB h parameters.

Solution The CB A-parameter circuit is shown in Fig. 8-10, where capital letters
are used to represent the rms value of the sinusoidal voltage or current.
By definition,

h„ = la I = Yli±Zs? I =(l + M ITC e 1/6=0 TC e |/i=0 \ VceJ |/6=0

If Ih = 0, then Ic = — IC} and the current I in hob in Fig. 8-10 is / = (1 + hfb)Ie .

Since hob represents a conductance,

I = hobVbe
= (1 + hfb)Ie

Applying KVL to the path EBCE
,

hiblc + hrb Vcb + Tfce + Vce = 0

Combining the last two equations yields

hibhob

1 + hj
Tfce - hrbVbc + Tfce + Tcc = 0

— (1 + hfb)

Tee hibhob + (1 — Arfc)(l -{- hfb)

Hence

^ = ^ _|_
Tbc _ hjbhpb -(!-{- h/b)hrb

Tee hibhob + (1 — hrb) (l + hfb)

This is an exact expression. The simpler approximate formula is obtained by
noting that, for the typical values given in Table 8-2,

hrb « 1 and h0bhib 1 -T h/b

Hence

TTr„~ hrb

which is the formula given in Table 8-3.



Sec. 8-6 THE TRANSISTOR AT LOW FREQUENCIES / 245

Fig. 8-10 The CB hybrid model.

TABLE 8-3 Approximate conversion

formulas for hybrid parameters

hic = hu hrc — 1

h/e — —(1 4~ h/t) hoc = h0 t

hib =
t

hfb = —

1 4~ h/t

h/e

1 + h/t

,
hieh0 *,

hrb
~ :—;—; h rt

hob —

1 4~ h/t

hot

1 4- h/e

f The CE parameters in terms of the CB
parameters are obtained by interchanging the

subscripts b and e (Prob. 8-4).

8-6 ANALYSIS OF A TRANSISTOR AMPLIFIER
CIRCUIT USING h PARAMETERS

To form a transistor amplifier it is only necessary to connect an external load

and signal source as indicated in Fig. 8-11 and to bias the transistor properly.

The two-port active network of Fig. 8-11 represents a transistor in any one

of the three possible configurations. In Fig. 8-12 we treat the general case

(connection not specified) by replacing the transistor with its small-signal

hybrid model. The circuit used in Fig. 8-12 is valid for any type of load,

whether it be a pure resistance, an impedance, or another transistor. This

is true because the transistor hybrid model was derived without'* any regard

Fig. 8-11 A basic amplifier

circuit.
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Fig. 8-12 The transistor in

Fig. 8-11 is replaced by its

A-parameter model.

to the external circuit in which the transistor is incorporated. The only
restriction is the requirement that the h parameters remain substantially con-
stant over the operating range.

Assuming sinusoidally varying voltages and currents, we can proceed
with the analysis of the circuit of Fig. 8-12, using the phasor (sinor) notation
to represent the sinusoidally varying quantities. The quantities of interest

are the current gain
,

the input impedance, the voltage gain, and the output
impedance .

The Current Gain, or Current Amplification, Aj For the transistor

amplifier stage, Aj is defined as the ratio of output to input currents, or

Ai (8-16)

From the circuit of Fig. 8-12, we have

1 2 = h/Ii + h0V

2

Substituting V2 = — I 2ZL in Eq. (8-17), we obtain

At = — ^
Ii 1 + h0ZL

(8-17)

(8-18)

The Input Impedance Zi The resistance Rs in Figs. 8-11 and 8-12 repre-

sents the signal-source resistance. The impedance we see looking into the
amplifier input terminals (1, 1') is the amplifier input impedance Z { ,

or

From the input circuit of Fig. 8-12, we have

Vi ~ h{Ii + hTV2

Hence

Zi = hili + hrV2

h
Substituting,

hi +

(8-20)

(8-21 )

V% — —I2ZL = AiIiZl (8-22)
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in Eq. (8-21), we obtain

= ht + h,ArZL = h<- Y^ThB
(
8‘23)

where use has been made of Eq. (8-18) and the fact that the load admit-

tance is Yl = 1/ZL - Note that the input impedance is a function of the load

impedance.

The Voltage Gain, or Voltage Amplification, Ay The ratio of output

voltage V2 to input voltage Vi gives the voltage gain of the transistor, or

A v (8-24)

From Eq. (8-22) we have

A AiIiZl A rZL

Zi
(8-25)

The Voltage Amplification A Vs} Taking into Account the Resistance R a

of the Source This overall voltage gain A Vs is defined by

A ys
= h- YiYi = A Yl~ V. Vi V.

v V.

(8-26)

From the equivalent input circuit of the amplifier, shown in Fig. 8-13o,

Then

Yi
Zi + R s

Ay a =
AyZj

Zi + Rs

A rZL

Zi + R s

(8-27)

where use has been made of Eq. (8-25). Note that, if R a = 0, then A Va = Ay.

Hence A v is the voltage gain for an ideal voltage source (one with zero internal

resistance). In practice, the quantity Aya is more meaningful than A v since,

usually, the source resistance has an appreciable effect on the overall voltage

amplification. For example, if Zi is resistive and equal in magnitude to R 8)

then A Vb — 0.5A V .

Fig. 8-13 Input circuit

of a transistor amplifier

using (a) a Thevenin's

equivalent for the

source and (Jb) a

Norton’s equivalent for

the source. (a) (5)
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The Current Amplification A Ia ,
Taking into Account the Source Resistance

Ra If the input source is a current generator Is in parallel with a resistance
R3j as indicated in Fig. 8-136, then this overall current gain A/ s is defined by

Au =
(8-28)

From Fig. 8-136

I.R.

Zi + R s

and hence

Ala = AiRa
Zi + Ra (8-29)

Note that, if Ra — 00
,
then Ai a — Aj . Hence Ai is the current gain for an

ideal current source (one with infinite source resistance).

Independent of the transistor characteristics, the voltage and current
gains, taking source impedance into account, are related by

Aya (8-30)

This relationship is obtained by dividing Eq. (8-27) by Eq. (8-29), and is

valid provided that the current and voltage generators have the same source
resistance R a .

The Output Admittance By definition, the output impedance
Z0 = l/Y0 is obtained by setting the source voltage VB to zero and the load
impedance Zl to infinity and by driving the output terminals from a generator
V2 . If the current drawn from V2 is T2 ,

then

Vo with

From Eq. (8-17)

Vo

Va
= 0 and RL = oo (8-31)

(8-32)

From Fig. 8-12, with V8
- 0,

Rsh + hih + KV2 = 0

or

h _ hr

V2 hi + Ra

(8-33)

(8-34)

Substituting the expression for h/V 2 from Eq. (8-34) in Eq. (8-32), we obtain

Vo — ho
h/hr

hi + Rg (8-35)
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Note that the output admittance is a function of the source resistance . If the

source impedance is resistive, as we have assumed, then Y0 is real (a

conductance).

In the above definition of Y0 = 1/Z0 ,
we have considered the load ZL

external to the amplifier. If the output impedance of the amplifier stage

with ZL included is desired, this loaded impedance can be calculated as the

parallel combination of ZL and Z0 .

Summary The important formulas derived above are summarized for

ready reference in Table 8-4. Note that the expressions for Av, A v*, and

Ax* are obtained without reference to the hybrid parameters, and hence are

valid regardless of what equivalent circuit we use for the transistor. In par-

ticular, these expressions are valid at high frequencies, where the h parameters

are functions of frequency or where we may prefer to use another model for

the transistor (for example, the hybrid-II model of Sec. 11-5).

TABLE 8-4 Small-signal analysis of

a transistor amplifier

Ax =- hf

1 -|- h0Zjj

Z\ = hi -|- KtAiZl

AiZh

Yo=K~

Ay ~

kfkr _ ±
hi -f- Ra Z0

AyZi AiZij

Av =
Zi

Zi -f- R* Zi -f- Rg

AlRa Ra
A" ~ zTTr. ~ v

‘ zh

EXAMPLE The transistor of Fig. 8-11 is connected as a common-emitter

amplifier, and the h parameters are those given in Table 8-2. If Rl = 10 K and

R9 — 1 K, find the various gains and the input and output impedances.

Solution In making the small-signal analysis of this circuit it is convenient, first,

to calculate A I} then obtain Ri from Ai
,
and A v from both these quantities.

Using the expressions in Table 8-4 and the h parameters from Table 8-2,

Ax = h/e

1 + hoeRL
50_

1 + 25 X 10
-6 X 10 4

-40.0

Ri = hu + h TtAjR L = 1,100 - 2.5 X 10“ 4 X 40.0 X 10 4 = 1,000 Q = 1 K

A v
AiRl

A Vt —
AyRi

Ri + Rg

Ala = AiR9

Ry + Ra

40 X 10 _
1

_ 400 X 1

1 + 1

40.0 X 1

-400

= -200

= - 20.0
1 + 1
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Note that A v. = AuRl/R,.

Y. - - -^krl = 25 X 10“ s - 50 X 2 '5 X 10 4

h. + R. 2.100
= 19.0 X 10-' 0

= 19.0 fiA/V
or

8-7 THEVENIN’S AND NORTON'S THEOREMS AND COROLLARIES

The input source to an amplifier may be represented either by a series circuit,
as in Fig. 8-13<z, or by a parallel network, as in Fig. 8-136. This result is a
special case of Th6venin’s and Norton’s theorems. ThSvenin’s theorem states
that any two-terminal linear network may be replaced by a voltage source equal
to the open-circuit voltage between the terminals in series with the output imped-
ance seen at this port. In Fig. 8-14a, 7 represents the open-circuit voltage
and Z is the impedance between terminals 1 and 2. To find Z, all independent
voltage sources are short-circuited and all independent current sources are
open-circuited.

The dual of Th6venin’s theorem is Norton’s theorem, which states that
any two-terminal linear network may be replaced by a current source equal to the
short-circuited current between the terminals in parallel with the output impedance
seen at this port. In Fig. 8-146, / represents the short-circuit current and Z
is the impedance between terminals 1 and 2. In other words, a voltage source
7 in series with an impedance Z is equivalent to a current source I = V/Z
in parallel with the impedance Z.

Corollaries As extensions of ThSvenin’s and Norton’s theorems we have
the following relationships: If 7 represents the open-circuit voltage, / the
short-circuit current, and Z(Y) the impedance (admittance) between two ter-
minals in a network, then

z~] i -

1

-vr v-zz-j, (8.36)

Fig. 8-14 As viewed from terminals 1

and 2, the Thevenin’s circuit in (a) is

equivalent to the Norton’s circuit in (b).
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The first relationship states that “the impedance between two nodes equals
the open-circuit voltage divided by the short-circuit current.” This method
is one of the simplest for finding the output impedance Z0 .

The last relationship of Eqs. (8-36) is often the quickest way to calculate
the voltage between two points in a network. This equation states that “the
voltage equals the short-circuit current divided by the admittance.”

The use of Thevenin’s and Norton’s theorems and the corollaries in Eq.
(8-36) are used frequently in this text to simplify network analyses^

EXAMPLE Derive the output impedance in Fig. 8-12 using the open-circuit-
voltage short-circuit-current theorem .

Solution From Eq. (8-36)

where I is the current in a short circuit placed across the output terminals and V
is the open-circuit output voltage (ZL = »). If node 2 in Fig. 8-12 is connected
to 2', then V 2 = 0 and

I = -hfh = - hfV,

Ra ~h hi

With ZL = V 2 = V is given by h 0V = —h/Ii.
input circuit and with this value of h, we find

(8-37)

From KVL applied to the

F, - h(Rs + hi) + hrV = -~ (R s + hi) + hrV (8-38)

or

tt h/Va/(Ra -f- hi)

K - h,hr/(R, + hi)
(8_39)

Substituting I from Eq. (8-37) and V from Eq. (8-39), we obtain for Y„ = I V
the expression in Eq. (8-35).

8-8 THE EMITTER FOLLOWER

The circuit diagram of a common-collector transistor amplifier, given in Fig.
5-19, is repeated in Fig. 8-15 for convenience. This configuration is also called
the emitter follower, because its voltage gain is close to unity [Eq. (8-42)], and
hence a change in base voltage appears as an equal change across the load at
the emitter. In other words, the emitter follows the input signal. It is shown
below that the input resistance R{ of an emitter follower is very high (hun-
dreds of kilohms) and the output resistance Rc is very low (tens of ohms).
Hence the most common use for the CC circuit is as a buffer stage which per-
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C

Fig. 8-15 A common-collector, or emitter-follower,

configuration.

forms the function of resistance transformation (from high to low resistance)

over a wide range of frequencies, with voltage gain close to unity. In addi-

tion, the emitter follower increases the power level of the signal.

From Tables 8-4 and 8-2 we obtain the following expressions for current

gain, input resistance, voltage gain, and output resistance:

A x =

Ri =

Ay =

— Ie _ —hfc _ 1 hfe

lb 1 | hocR^L 1 |
hoeRL

v •

= hie d- KtcAxRl = h{e -f- AxRl

Vo AxRl R\ hie
1

h{e

Vi Ri Ri Ri

(8-40)

(8-41)

(8-42)

where the expression for AxRl is taken from Eq. (8-41),

Vo — hoc
hfcKc

hie + Ra
hoc + 1 + hfe

h{e “f" Rs
(8-43)

Using the same parameter values as in the illustrative example of Sec.

8-6, we find

Ax = 40.75 Ri = 409 K

A v = 0.997 R„ = = 41.2 fi

* o

The overall voltage gain, taking the source resistance into account, is, from

Table 8-4,

- wfit. - °-m x
ira

- °-995

These numerical values confirm that the emitter follower has the important

characteristics mentioned above: a voltage gain close to unity, high input

resistance, and low output resistance. It should also be observed that there
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is no phase shift between output and input in either voltage or current (since

both Ay and Ar are positive and real).

8-9 COMPARISON OF TRANSISTOR AMPLIFIER CONFIGURATIONS

From Table 8-4 the values of current gain, voltage gain, input impedance,
and output impedance are calculated as a function of load and source imped-
ances. These are plotted in Fig. 8-16 for each of the three configurations.

A study of the shapes and relative amplitudes of these curves is instructive.

Fig. 8-16 (a) The current gain Ai and (b ) the voltage gain A v of the typical

transistor of Table 8-2 as a function of its load resistance, (c) The input resis-

tance Ri and (c/) the output resistance R0 of the typical transistor of Table 8-2

as a function of its load resistance.
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The CE Configuration From the curves and Table 8-5, it is observed

that only the common-emitter stage is capable of both a voltage gain and a

current gain greater than unity. This configuration is the most versatile and

useful of the three connections.

Note that Ri and R0 vary least with RL and R s ,
respectively, for the CE

circuit. Also observe that the magnitudes of Ri and R0 lie between those for

the CB and CC configurations.

To realize a gain nominally equal to (Ay s ) max would require not only that

a zero-impedance voltage source be used, but also that Rl be many times

larger than the output impedance. Normally, however, so large a value of

Rl is .not feasible. Suppose, for example, that a manufacturer specifies a

maximum collector voltage of, say, 30 V. Then we should not be inclined

to use a collector supply voltage in excess of this maximum voltage, since in

such a case the collector voltage would be exceeded if the transistor were

driven to cutoff. Suppose, further, that the transistor is designed to carry a

collector current of, say, 5 mA when biased in the middle of its active region.

Then the load resistor should be selected to have a resistance of about -V
5- = 3 K.

We compute for the CE configuration a voltage gain under load of Ay = —129

(for R s = 0). Of course, the load resistance may be smaller than 3 K, as,

for example, when a transistor is used to drive another transistor. Or in

some applications a higher value of Rl may be acceptable although load

resistances in excess of 10 K are unusual.

The CB Configuration For the common-base stage, Ai is less than unity,

Ay is high (approximately equal to that of the CE stage), Ri is the lowest, and

R0 is the highest of the three configurations. The CB stage has few applica-

tions. It is sometimes used to match a very low impedance source, to drive

a high-impedance load, or as a noninverting amplifier with a voltage gain

greater than unity. It is also used as a constant-current source (for example,

as a sweep circuit to charge a capacitor linearly 4
).

The CC Configuration For the common-collector stage, Aj is high

(approximately equal to that of the CE stage), Ay is less than unity, Ri is

the highest, and R0 is the lowest of the three configurations. This circuit

finds wide application as a buffer stage between a high-impedance source and

a low-impedance load.

TABLE 8-5 Comparison of transistor configurations (Rl = 3 K)

Quantity CE CC CB

Ar High (-46.5) High (47.5) Low (0.98)

A v High (-131) Low (0.99) High (131)

Ri Medium (1,065 fi) High (144 K) Low (22.5 J2)

R0 (R9 = 3 K) Medium high (45.5 K) Low (80.5 J2) High (1.72 M)
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Summary The foregoing characteristics are summarized in Table 8-5,
where the various quantities are calculated for Bl — 3 I( and for the h param-
eters in Table 8-2.

8-10 LINEAR ANALYSIS OF A TRANSISTOR CIRCUIT

There are many transistor circuits which do not consist simply of the CE, CB,
or CC configurations discussed above. For example, a CE amplifier may have
a feedback resistor from collector to base, or it may have an emitter resistor.

Furthermore, a circuit may consist of several transistors which are inter-
connected in some manner. An analytic determination of the small-signal
behavior of even relatively complicated amplifier circuits may be made by
following these simple rules:

1. Draw the actual wiring diagram of the circuit neatly.

2. Mark the points B (base), C (collector), and E (emitter) on this circuit
diagram. Locate these points as the start of the equivalent circuit. Main-
tain the same relative positions as in the original circuit.

3. Replace each transistor by its /^-parameter model (Fig. 8-6).

4. Transfer all circuit elements from the actual circuit to the equivalent
circuit of the amplifier. Keep the relative positions of these elements intact.

5. Replace each independent dc source by its internal resistance. The
ideal voltage source is replaced by a short circuit, and the ideal current source
by an open circuit.

6. Solve the resultant linear circuit for mesh or branch currents and node
voltages by applying ICirchhoff's current and voltage laws (KCL and KVL).

It should be emphasized that it is not necessary to use the foregoing
general approach for a circuit consisting of a cascade of CE, CB, and/or CC
stages. Such configurations are analyzed very simply by direct applications
of the formulas in Table 8-4.

8-11 MILLER’S THEOREM AND ITS DUAL

Whereas the rules given in the preceding section are completely general, cer-
tain configurations can be analyzed more simply by using Miller’s theorem. 6

Hence we digress briefly to discuss this important theorem.
. It is invoked

often in connection with many topics in this book. Consider an arbitrary
circuit configuration with N distinct nodes 1, 2, 3, . . . ,

A, as indicated in
Fig. 8-17. Let the node voltages be V V 2} V 3 , . . . f

V where V

n

= 0
since N is the reference, or ground, node. Nodes 1 and 2 (referred to as N ±

and N 2) are interconnected with an impedance Z\ We postulate that we
know the ratio V2/V1 . Designate the ratio F2/F 1 by K, which in the sinus-
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Fig. 8-17 Pertaining to Miller’s theorem. By definition, K = Vi/V

u

The

networks in (a) and (b) have identical node voltages. Note that h = — / 2 .

oidal steady state will be a complex number and, more generally, will be a

function of the Laplace transform variable $. We shall now show that the

current h drawn from Ni through Z' can be obtained by disconnecting ter-

minal 1 from Z ' and by bridging an impedance Z'/( 1 — K) from Ni to ground,

as indicated in Fig. 8-176.

The current h is given by

h = Fi(l — K) _ Vi _ Vi

Z' Z'/(l - K) Zi
(8-44)

Therefore, if Zi = Z'/(l — K) were shunted across terminals Ni-N, the cur-

rent 1 1 drawn from N i would be the same as that from the original circuit.

Hence KCL applied at Ni leads to the same expression in terms of the node

voltages for the two configurations (Fig. 8-17a and 6).

In a similar way, it may be established that the correct current / 2 drawn
from N 2 may be calculated by removing Z' and by connecting between N 2 and
ground an impedance Z 2 ,

given by

Z' _ Z'K
“1-1IK K - 1

(8-45)

Since identical nodal equations (KCL) are obtained from the configurations of

Fig. 8-1 7a and 6, these two networks are equivalent. It must be emphasized

that this theorem will be useful in making calculations only if it is possible to

find the value of K by some independent means.

EXAMPLE For the amplifier shown in Fig. 8-18a calculate R i} A v ,
A V8J

and Aj — — / 2//i* The transistor parameters are specified in Table 8-2.
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Solution Miller's theorem is applied to the 200-K resistance R

'

so that Fig. 8-186
is obtained, where K ~ A v is the voltage gain from base to collector. Assuming
that this gain is much larger than unity (

— A v ^> 1), then

200

1 — 1/A v
200

The effective load resistance is R'l

Rt.
10 X 200

210
9.52 K

10||200, or

From Table 8-4

A r =
— hfe -50

= -40.3
1 + hoeR

f

L 1 + (9.52/40)

Ri = hie + krtAiRi = 1.1 - 2.5 X IO
- 4 X 40.3 X 9.52 = 1.00 K

AiR'l -40.3 X 9.52
Av ~ = -384

Ri 1.00

We have thus verified the assumption that —A v ^> 1

Since 200/(1 - A v) = 200/385 = 0.520 K, then R\ = R<\\ (0.520) K, or

s; = M°°A520 = 343 n

A vs = A
i

1,520

Ri = -384 X 0.343

Ri + 0.343 + 10
= -12.7

= _ /, _ 7. Rj + R, =
h Rl V.

if»S±S

Fig. 8-10 Example using Miller's theorem.
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Fig. 8-19 Pertaining to the dual of Miller’s theorem. By definition

Ai = —Iz/h. The networks in (a) and (b) have the same currents h
and 7 2 if excited by the same voltages V^n and F 2 w-

Dual of Miller's Theorem Consider the network of Fig. 8-1 9a with arbi-

trary active or passive linear elements between nodes 1, 2, and 3 and with an
impedance Z ' between node 3 and ground N, The two loops indicated are

coupled by means of the common element Z f
. We postulate that we know

the current ratio Ai = — 7 2/7 1 .

The dual of Miller’s theorem is indicated in Fig. 8-196, where node 3 is

grounded, an impedance Z x is placed in mesh 1, and Z 2 is added to mesh 2.

It is readily verified that the voltage hZi equals the drop (7i + I 2)Z' across

Z* if Zi = Z'(l — Aj). Hence Vvn is the same in the two circuits in Fig.

8-1 9a and 6 (for the same currents 7i and 7 2). In a similar manner Vvn has

the same value in the two circuits if Z 2 = [(^r — 1)/A I]Z
/

. The two net-

works are therefore identical, in the sense that if the same voltages Vvn and

Vvn are impressed on both, the same current I x will flow in mesh 1, and 7 2

in mesh 2.

This transformation is useful in circuit analysis and is employed in Sec.

8-15.

8-12 CASCADING TRANSISTOR AMPLIFIERS

When the amplification of a single transistor is not sufficient for a particular

purpose, or when the input or output impedance is not of the correct magni-
tude for the intended application, two or more stages may be connected in

cascade; i.e., the output of a given stage is connected to the input of the next

stage, as shown in Fig. 8-20. In the circuit of Fig. 8-21a the first stage is

connected common-emitter, and the second is a common-collector stage.

Figure 8-216 shows the small-signal circuit of the two-stage amplifier, with

the biasing batteries omitted for simplicity, since these do not affect the small-

signal calculations.
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To analyze a circuit such as the one of Tig. 8-21, we make use of the
general expressions for At, Z,, Ay, and Y0 from Table 8-4. It is necessary
that we have available the h parameters for the specific transistors used in
the circuit. The ^-parameter values for a specific transistor are usually
obtained from the manufacturer’s data sheet.

EXAMPLE Shown in Fig. 8-21 is a two-stage amplifier circuit in a CE-CC con-
figuration. The transistor parameters at the corresponding quiescent points are

hic = 2 K h/c = 50 hrc = 6 X 10_1 hoc = 25 /iA/V

hic - 2 IC h/c = -51 = 1 A„c = 25 M/V
Find the input and output impedances and individual, as well as overall, voltage
and current gains.

;

Solution We note that, in a cascade of stages, the collector resistance of one stage
is shunted by the input impedance of the next stage. Hence it is advantageous to
start the analysis with the last stage. In addition, it is convenient (as already
noted in Sec. 8-6) to compute, first, the current gain, then the input impedance
and the voltage gain. Finally, the output impedance may be calculated if desired
by starting this analysis with the first stage and proceeding toward the output
stage.

1 he second stage . From Table 8-4, with RL — R c2) the current gain of the
last stage is

a 51
12 = — = = — 4CO

Ib2 1 + KcRci 1 + 25 X 10~° x 5 X 101

The input impedance ft,-2 is

Ri2 = hic + hrcAtiRci = 2 + 45.3 X 5 = 228.5 K

Note the high input impedance of the CC stage. The voltage gain of the second
stage is

Av 2

Vo

r*
a“TtW2

45.3 X 5
0.991

228.5
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Ril i?ol -#12 Rq2 Rq

(b)

Fig. 8-21 (a) Common-emitter-common-collector amplifier, (b)

Small-signal circuit of the CE-CC amplifier.

The input impedance of the first stage, which is also the input impedance of the

cascaded amplifier, is given by

Rn = hu + hTtA nRL1 = 2 - 6 X 10~ 4 X 44.5 X 4.9 = 1.87 K
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The voltage gain of the first stage is

A v = Zi ~ AnRLi _ —44.5 X 4.9

Vi ” Rn L87
= -116.6

The output admittance of the transistor is, from Eq. (8-35) or Table 8-4,

Y . = h — h/ehre
__ „ 50 X 6 X 10“ 4

1 Ol **oe , _ — 40 X 10 6 — _ — 25 X 10~ 6 y

Hence

hie + R a

= 15 mA/V

2 X 10 3 + 1 X 10 3

1 10 6

Roi = — = — = 66.7 K
X oi 15

The output impedance of the stage, taking R cl into account, is or

R'oi =
RciRci

_
5 X 66.7

Rci + Roi 5 + 66.7
= 4.65 K

The output resistance of the last stage. The effective source resistance RU
for the second transistor Q2 is Thus R[ t = R'ol = 4.65 K, and

T0 2 — h 0c

h/cK

hie + E
- = 25 X 10“ 6 - -51 X 1

2 X 10 3 + 4.65 X 10 3
= 7.70 X 10~ 3 A/V

Hence R o2 - l/7o2 - 130 fl, where Ro2 is the output impedance of transistor Q2
under open-circuit conditions. The output impedance R r

0 of the amplifier, takingR e2 into account, is Eo2 ||tfc2 ,
or

R , = Ro2Re2 = 130 X 5,000
= 127 Q

Ro2 + Re2 130 + 5,000

The overall current and voltage gains. The total current gain of both stages is

A _
7e 2 Ie 2 Ibl hi A h 2 ,= - A i2— An
1 b 1 J&2 lcl hi hi

From Fig. 8-22 we have

Rcl

hi

Hence

A] — Aj 2A

Ri2 + Rci

Rci

(8-46)

R\2 + Rcl
45.3 X (-44.5) X

C
|
o

—

228.5 -f- 5

Ic 1

= -43.2 (8-47)

Fig. 8-22 Relating to the calculation of over-
all current gain. >Rct
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For the voltage gain of the amplifier we have

Av — Vo = Vo Vj

7 2 7i
— Ay<iA\ (8-48)

or

A v = 0.99 X (-116.6) = -115

The voltage gain can also be obtained from

A r = A/— = -43.2 X-4=" -115
Rn 1.87

The overall voltage gain, taking the source impedance into account, is given by

= Vo = A
Ri

Vt
'

v
Rh + R,

-115 X
1.87

1.87 + 1

-75.3

Table 8-6 summarizes the results obtained in the solution of this problem.

TABLE 8-6 Results of the example on page 259

Transistor Q2
CC

Transistor Q\
CE

Both stages

CE-CC

Ai 45.3 -44.5 -43.2

Ri 228.5 K 1.87 K 1.87 K
Ay 0.99 -116.6 -115

K 127 ft 4.65 K 127 ft

Choice of the Transistor Configuration in a Cascade It is important

to note that the previous calculations of input and output impedances and

voltage and current gains are applicable for any connection of the cascaded

stages. They could be CC, CB, or combinations of all three possible

connections.

Consider the following question: Which of the three possible connections

must be used in cascade if maximum voltage gain is to be realized? For the

intermediate stages, the common-collector connection is not used because the

voltage gain of such a stage is less than unity. Hence it is not possible (with-

out a transformer) to increase the overall voltage amplification by cascading

common-collector stages.

Grounded-base RC-coupled stages also are seldom cascaded because the

voltage gain of such an arrangement is approximately the same as that of the

output stage alone. This statement may be verified as follows: The voltage

gain of a stage equals its current gain times the effective load resistance Rl
divided by the input resistance Ri. The effective load resistance Rl is the

parallel combination of the actual collector resistance Rc and (except for the

last stage) the input resistance Ri of the following stage. This parallel com-
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bination is certainly less than Ri, and hence, for identical stages, the effective
load resistance is less than Ri. The maximum current gain is h/b ,

which is

less than unity (but approximately equal to unity). Hence the voltage gain
of any stage (except the last, or output, stage) is less than unity. (This
analysis is not strictly correct because the R ( is a function of the effective load
resistance and hence will vary somewhat from stage to stage.)

Since the short-circuit current gain hj e of a common-emitter stage is

much greater than unity, it is possible to increase the voltage amplification by
cascading such stages. We may now state that in a cascade the intermediate
transistors should be connected in a common-emitter configuration.

The choice of the input stage may be decided by criteria other than the
maximization of voltage gain. For example, the amplitude or the frequency
response of the transducer Ve may depend upon the impedance into which
it operates. Some transducers require essentially open-circuit or short-circuit
operation. In many cases the common-collector or common-base stage is

used at the input because of impedance considerations, even at the expense of
voltage or current gain. Noise is another important consideration which may
determine the selection of a particular configuration of the input stage.

The output stage is selected also on the basis of impedance considerations.
Since a CC stage has a very low output resistance, it is often used for the last
stage if it is required to drive a low impedance (perhaps capacitive) load.

8-13 SIMPLIFIED COMMON-EMITTER HYBRID MODEL 6

In the preceding sections, we carried out detailed calculations of current gain,
voltage gain, input, and output impedances of illustrative transistor amplifier
circuits.

In most practical cases it is appropriate to obtain approximate values of
A-i, Ay, Ri, and R0 rather than to carry out the more lengthy exact calcula-
tions. We are justified in making such approximations because the h param-
eters themselves usually vary widely for the same type of transistor. Also, a
better physical feeling” for the behavior of a transistor circuit can be
obtained from a simple approximate solution than from a more laborious
exact calculation.

We show below that two of the four h parameters, h ie and h/„ are sufficient
for the approximate analysis of low-frequency transistor circuits, provided that
the load resistance is small enough to satisfy the condition hoeRL <0.1. The
simplified model is sho>vn in I ig. 8-23. This equivalent circuit may be used
for any configuration by grounding the appropriate node. The signal is con-
nected between the input terminal and ground, and the load is placed between
the output node and ground. By examining in detail the errors introduced in
the calculation using this simplified model, it is found that, if RL is no larger
than Q.l/hoe, the error in At, Ri, Ay, or R'c is less than 10 percent.

Consider first the common-emitter configuration. Figure S-24 shows the
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CE stage with the transistor replaced 1

We now compare the exact results w:

analysis.

Fig. 8-23 Approximate hybrid model

which may be used for all three con-

figurations CE, CC, and CB.

the approximate model of Fig. 8-23.

those obtained from the simplified

Current Gain From Table 8-4 the CE current gain is given by

a
t =

~ hfe

1 hoeRL

Hence we immediately see that the approximation (Fig. 8-24)

(8-49)

A

I

~ —hfe

overestimates the magnitude of the current gain by less than 10 percent if

hoeRL < 0 . 1 .

Input Impedance From Table 8-4 the input resistance is given by

Ri hie ~b hreAjRij

which may be put in the form

Ri = h ie (l ~ JHr hoeRL) (8-50)

\ tliefloe Hfe /

Using the typical /^-parameter values in Table 8-2, we find hrehfe/hieh0e — 0.5.

From Eq. (8-49), we see that \A Z
\
< hfe . Hence, if hoeRL < 0.1, it follows

from Eq. (8-50) that the approximation obtained from Fig. 8-24, namely,

Ri = ^ « h ie (8-51)

overestimates the input resistance by less than 5 percent.

<b Hfe lb

jL +

Vc

Fig. 8-24 Approximate CE model.
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Voltage Gain From Table 8-4 the voltage gain is given by

A v = Aj
Rl
Ri

hfeRL

Kie (8-52)

If we take the logarithm of this equation and then the differential, we obtain

dAy _ dAi _ dRi
Ay Ai Ri (8-53)

From the preceding discussion the maximum errors for h„eRL <0.1 are

= +0.1 and = +0.05

Hence the maximum error in voltage gain is 5 percent, and the magnitude
of Ay is overestimated by this amount.

Output Impedance The simplified circuit of Fig. 8-24 has infinite out-
put resistance because, with V, = 0 and an external voltage source applied
at the output, we find I„ = 0, and hence /. = 0. However, the true value
depends upon the source resistance R, and lies between 40 and 80 K (Fig.
8-16d). For a maximum load resistance of RL = 4 K, the output resistance
of the stage, taking RL into account, is 4 K, if the simplified model is used,
and the parallel combination of 4 K with 40 K (under the worst case), if the
exact solution is used. Hence, using the approximate model leads to a value
of output resistance under load which is too large, but by no more than 10
percent.

The approximate solution for the CE configuration is summarized in the
first column of Table 8-7. In summary, two of the four A parameters, hit
and A/e, are sufficient for the approximate analysis of low-frequency transistor
circuits, provided the load resistance RL is no larger than 0.1/Aoe . For the
value of Aee given in Table 8-2, RL must be less than 4 K. The approximate
circuit is always valid when CE transistors are operated in cascade because
the low input impedance of a CE stage shunts the output of the previous
stage so that the effective load resistance R'L satisfies the condition hoeR'L <0.1.

8-14 SIMPLIFIED CALCULATIONS FOR THE
COMMON-COLLECTOR CONFIGURATION

Figure 8-25 shows the simplified circuit of Fig. 8-23 with the collector grounded
(with respect to the signal) and a load RL connected between emitter and
ground.

Current Gain From Fig. 8-25 we see that

Ie
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Fig. 8-25 Simplified hybrid model

for the CC circuit.

Comparing this equation with the exact expression (8*40), we conclude

that when the simplified equivalent circuit of Fig. 8-25 is used, the current

gain is overestimated by less than 10 percent if 1i0cRl <0.1.

Input Resistance From Fig. 8-25 we obtain

Ri = ^ = he + (1 + h,.)RL (8-55)

lb

Note that Ri » hie ~ 1 K even if RL is as small as 0.5 K, because hfc » 1.

If we substitute from Eq. (8-54) into the exact expression (8-41), we obtain

Eq. (8-55). However, we have just concluded that Eq. (8-54) gives too high

a value of A r by at most 10 percent. Hence it follows that Rh as calculated

from Eq. (8-55) or Fig. 8-25, is also overestimated by less than 10 percent.

Voltage Gain If Eq. (8-53) is used for the voltage gain, it follows from

the same arguments as used in the CE case that there will be very little error

in the value of Ay. An alternative proof is now given. The voltage gain of the

emitter follower is close to unity, and is given by Eq. (8-42), or 1 - A v = hie/Ri-

If, for example, Ri = 10/ilc ,
then A v = 0.9. If, however, we use an approxi-

mate value of Ri which is 10 percent too high, then hie./Ri = tt = 0.09 and

A v — 0.91. Hence the approximate calculation for Ay gives a value which is

only 1 percent too high.

Output Impedance In Fig. 8-25 the open-circuit output voltage is V a

and the short-circuit output current is

I = (1 + hfe)Ib —
(1 + hfs)Vs

hie + Rs

Hence the output admittance of the transistor alone is, from Eq. (8-36),

I 1 + hf0

7*
“

hie + Rs
(8-56)

From Eq. (8-43), the exact expression for Y0 is

Y0 hoe +
1 + hf e

hie + Rs
(8-57)
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Even if we choose an abnormally large value of source resistance, say,

R„ = 100 K, then (using the typical ^-parameter values in Table 8-2) we
find that the second term in Eq. (8-57) is large (500 fxA/V) compared with

the first term (25 fxA/Y). Hence the value of the approximate output admit-

tance given by Eq. (8-56) is smaller than the value given by Eq. (8-57) by

less than 5 percent. The output resistance R„ of the transistor, calculated

from the simplified model, namely,

E>
hie + Ra

° "
1 +h»

is an overestimation by less than 5 percent. The output resistance R'0 of the

stage, taking the load into account, is R 0 in parallel with Rl-

The approximate solution for the CC configuration is summarized in the

third column of Table 8-7.

TABLE 8-7 Summary of approximate equations for h oe(R e + Rl) < 0.1 f

CE CE with R e CC CB

Aj ~hf e — h/e 1 + h/ e
L

h/e
htb =

l+ h«

Ri hit hie + (1 + h/e)Re hie + (1 + h/e)RL
. hie
hib ~

1 + h/e

Ay
h/JtL

hie

h/tRh

Ri

hie”
Ri

Rl
h/

‘h7'

Ro
Rs + hie

1 + h/e

K Rl Rl RoWRl Rl

t (R\)cb is an underestimation by less than 10 percent. All other quantities except

R 0 are too large in magnitude by less than 10 percent.

EXAMPLE Carry out the calculations for the two-stage amplifier of Fig. 8-21

using the simplified model of Fig. 8-23.

Solution First note that, since h0CRL = 25 X 10
-6 X 5 X 10 3 = 0.125, which is

slightly larger than 0.1, we may expect errors in our approximation somewhat
larger than 10 percent.

For the CC output stage we have, from Table 8-7

A 12 — 1 + h/c
— 51

Ri 2 = hu + (1 + h/c)RL = 2 + (51) (5) = 257 K

Ay 2 = 1

R \

2

2

257
1 = 0.992
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For the CE input stage, we find, from Table 8-7

An = —h/e = — 50 Rn = hie = 2 K

The effective load on the first stage, its voltage gain, and output impedance are

RdRi2 _ (5) (257)
Rli =

Av i
—

Rci + Ri2 262

AtiRli _ -(50) (4.9)

= 4.9 K

= -123
Ri x 2

R'oi = Rn = 5 K

Since R f

ol is the effective source impedance for Q2
,
then, from Table 8-7,

A* + Rs _ 2,000 + 5,000=
1 + &/e

RoJRl2

51

(137) (5,000)

= 137 ^

= 134 Q
Ro2 + Rl2 5,137

Finally, the overall voltage and current gains of the cascade are

A v = A VIA V2 = (—123) (0.992) = -122

Rc i

Ai = AnAn-
Rci + Rn

Alternatively, A v may be computed from

A A
Rl2 (48.7) (5)A v = A/—— = — = -122
Ri 1 2

- = (—50) (51) )
= -48.7

iz \5 -f- 257

/

Table 8-8 summarizes this solution, and should be compared with the
exact values in Table 8-6. We find that the maximum errors are just slightly

above 10 percent, as anticipated. It should also be noted that all the approxi-
mate values are numerically too large, as predicted.

TABLE 8-.8 Approximate results of the

example on page 267

Q2, CC 61, CE Both stages

Ai 51 -50 -48.7
Ri 257 K 2 K 2 K
A v 0.992 -123 -122

K 134 n 5K 134 n

Following procedures exactly analogous to those explained in Secs. 8-13
and 8-14 for the CE and CC configurations, respectively, the approximate
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formulas given in the fourth column of Table 8-7 may be obtained for the

CB stage.

8-15 THE COMMON-EMITTER AMPLIFIER

WITH AN EMITTER RESISTANCE

Very often a transistor amplifier consists of a number of CE stages in cascade.

Since the voltage gain of the amplifier is equal to the product of the voltage

gains of each stage, it becomes important to stabilize the voltage amplification

of each stage. By stabilization of voltage or current gain, we mean that the

amplification becomes essentially independent of the h parameters of the tran-

sistor. From our discussion in Sec. 8-4, we know that the transistor param-

eters depend on temperature, aging, and the operating point. Moreover, these

parameters vary widely from device to device even for the same type of

transistor.

The necessity for voltage stabilization is seen from the following example:

Two commercially built six-stage amplifiers are to be compared. If each stage

of the first has a gain which is only 10 percent below that of the second, the

overall amplification of the latter is (0.9)
6 = 0.53 (or about one-half that of

the former). And this value may be below the required specification. A
simple and effective way to obtain voltage-gain stabilization is to add an

emitter resistor R e to a CE stage, as indicated in the circuit of Fig. 8-26.

This stabilization is a result of the feedback provided by the emitter resistor.

The general concept of feedback is discussed in Chap. 13.

We show in this section that the presence of R e has the following effects

on the amplifier performance, in addition to the beneficial effect on bias

Fig. 8-26 (a) Common-emitter amplifier with an emitter resistor.

(b) Approximate small-signal equivalent circuit.
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stability discussed in Chap. 9: It leaves the current gain Ax essentially
unchanged; it increases the input impedance by (1 + h/,)R,\ it increases the
output impedance; and under the condition (1 + h/e)Re » hie ,

it stabilizes the
voltage gain, which becomes essentially equal to —RL/Re (and thus is inde-
pendent of the transistor).

The Approximate Solution An approximate analysis of the circuit of
Fig. 8-26a can be made using the simplified model of Fig. 8-25 as shown in
Fig. 8-266.

The current gain is, from Fig. 8-266,

The current gain equals the short-circuit value, and is unaffected by the
addition of R c .

The input resistance, as obtained from inspection of Fig. 8-266, is

hie + (1 + h/e)Rc (8-59)

The input resistance is augmented by (1 + hf.)R„ and may be very much
larger than hie . For example, if Re = 1 K and h/e = 50, then

(1 + h,.)Re = 51 K » hie « 1 K
Hence an emitter resistance greatly increases the input resistance.

The voltage gain is

AiRl _ —h/eRL

Ri hi. + (1 + h/.)Re
(8-60)

Clearly, the addition of an emitter resistance greatly reduces the voltage
amplification. This reduction in gain is often a reasonable price to pay for the
improvement in stability. We note that, if (1 + hu)Re » hie ,

and since
h/e» 1

,
then

Ay h/e RL

1 + h/e Re
(8-61)

Subject to the above approximations, Ay is completely stable (if stable
resistances are used for Rl and Re) ,

since it is independent of all transistor
parameters.

The output resistance of the transistor alone (with Rl considered exter-
nal) is infinite for the approximate circuit of Fig. 8-26, just as it was for the
CE amplifier of Sec. 8-13 with R

,

= 0. Hence the output impedance of the
stage, including the load, is RL .

Looking into the Base and Emitter of a Transistor On the basis of
Eq. (8-59), we draw the equivalent circuit of Fig. 8-27a from which to calculate
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Fig. 8-27 (a) Equivalent circuit “looking into the base” of Fig.

8-26. This circuit gives (approximately) the correct base current,

(b) Equivalent circuit “looking into the emitter” of Fig. 8-26. This

circuit gives (approximately) the correct emitter voltage Vc

and the correct emitter and base currents.

the base current with the signal source applied. This network is the equivalent
circuit "looking into the base.” From it we obtain

h = V,

Ra + hie + (1 + hfe)Re
(8-62)

From Fig. 8-26 and Eq. (8-62) we find the emitter-to-ground voltage to be

Ven = Ve
— (1 + h/e)IbR e =

VsRe

(Ra + hie)/ (l + h/e) + R e

(8-63)

This same expression may be obtained from Fig. 8-276, which therefore repre-

sents the equivalent circuit "looking into the emitter.” From Fig. 8-276

we can obtain the emitter current Ie
= — V0/R e and also the base current

f & = Ief ( 1 + hfe).

Note that Ib and Ic = h/eh are independent of R c ,
and hence the approxi-

mate equivalent circuits in Fig. 8-27 are also valid for the emitter follower.

Validity of the Approximations For the CE case, with R e = 0, the
approximate equivalent circuit of Fig. 8-24 is valid if hoeRL < 0.1. What is

the corresponding restriction for the circuit with R e ^ 0? We can answer
this question and, at the same time, obtain an exact solution, if desired, by
proceeding as indicated in Fig. 8-28. The exact value of the current gain
of Fig. 8-28a (which is the same as that of Fig. 8-26a) is A r = ~IC/Ib . The
configuration in Fig. S-28a corresponds to that in Fig. 8-19a with Z' = Re)

h = h, and 1 2 = /c . Hence applying the dual of Miller's theorem (Fig.

8-196), we obtain the circuit of Fig. 8-286. The two amplifiers of Fig. 8-28a
and 6 are equivalent in the sense that the base and collector currents are the
same in the two circuits.

The effective load impedance R'h is, from Fig. 8-286,

R'l = Rl 4
1

^ R e (8-64)
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Fig. 8-28 (a) Transistor amplifier stage with unbypassed emitter resistor

Re . (b) Small-signal equivalent circuit.

We know from the above approximate solution that A r ~ ~hfe ,
and since

h/e 1, then R'L ~ Rl.A- R e . Since in Fig. 8-286 the emitter is grounded
and the collector resistance is R '

l ,
the approximate two-parameter (hie and h/e )

circuit is valid, provided that

hoeR'i; — hoe(RL + Re) <0.1 (8-65)

This condition means that the sum of RL and Re is no more than a few thousand
ohms, say, 4 K for 1 /hoe = 40 K. Furthermore, R e is usually several times
smaller than RL in order to have an appreciable voltage gain [Eq. (8-61)].

The approximate solution for the CE amplifier with an emitter resistor

R e is summarized in the second column of Table 8-2.

The Exact Solution If the above inequality (8-65) is not satisfied for a

particular amplifier, an exact solution can readily be obtained by referring

to Fig. 8-286 and to Table 8-4. For example, the current gain is

A z =
-hfl

1 + KbR'l

-hfe

1 + Ke (
Rl + At - 1

At
Re

(8-66)

From the above equation we can solve explicitly for At, and we obtain the

following:

At
hoeR/e hfe

1 + hoe(RL + R e)
(8-67)

If the inequality (8-65) is satisfied, then hoeRe « h/e ,
and the exact expression

(8-67) reduces to At « — h/e,
in agreement with Eq. (8-58).
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The exact expression for the input resistance is, from Fig. 8-28& and
Table 8-7,

R< — = (1
— Ai)R e + hu + hTeAiR'L (8-68)

where R l

h is given by Eq. (8-64). Usually, the third term on the right-hand
side can be neglected, compared with the other two terms. The exact expres-

sion for the voltage amplification is

Ay = AiRl
(8-69)

where the exact values for A z and R { from Eqs. (8-67) and (8-68) must be

used.

The exact expression for the output impedance (with Rh considered

external to the amplifier) is found, as outlined in Prob. 8-47, to be

1 (1 + hfe)R e + (Rs + h je) ( 1 hoeRe)

hoe Re I Rs I hie hj-ehfe/hoe
(8-70)

Note that, if R e R a + hiVJ then

H ~ 1
_|_

(R* + hie) (l + hoeR e )

hoeRe

— ^ + (Rs + h^) (* + W2.) (8-71)

where the conversion formula (Table 8-3) from the CE to the CB h parameters
is used. Since l/h0b ~ 2 M, we see that the addition of an emitter resistor

greatly increases the output resistance of a CE stage. This statement is true

even if R e is of the same order of magnitude as R s and h{e . For example,
for R e = R 8 = 1 K, and using the /i-parameter values in Table 8-3, we find

from Eq. (8-70) that R0 = 817 K, which is at least ten times the output
resistance for an amplifier with R e = 0 (Fig. 8-1 6<Z).

The Effect of a Collector-circuit Resistor in an Emitter Follower Con-
sider a CC stage with an emitter resistor R e and also a collector resistor R c .

The resistor R c is frequently added in the circuit to protect the transistor

against an accidental short circuit across R e or against a large input-voltage

swing.

From Fig. 8-28 we see that the relationship between the CE current gain

Aic (designated simply Ai in the figure) and the CC current gain AIc is

A Ic = 1 - Au (8-72)

where

An = — ~ and A Ie = —
l̂b
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Substituting Eq. (8-67) in Eq. (8-72), with RL replaced by RC} we obtain

the exact expression

1 + hoeRc + hfe

1 + hoe (Rc + Re)
(8-73)

The value of Ri is obtained from Eq. (8-68), with A x replaced by A Xe and

Rl by Rc . The voltage gain of the emitter follower with Rc present in the

collector circuit is obtained as follows:

Ay (8-74)

Subject to the restriction hoe (Rc + R t) « 1
,
the approximate formulas

given in the third column of Table 8-7 are valid, and the protection resistor

Rc has no effect on the small-signal operation of the emitter follower.

8-16 HIGH-INPUT-RESISTANCE TRANSISTOR CIRCUITS 7

In some applications the need arises for an amplifier with a high input imped-
ance. For input resistances smaller than about 500 K, the emitter follower

discussed in Sec. 8-8 is satisfactory. To achieve larger input impedances,

the circuit shown in Fig. 8-29a, called the Darlington connection
,

is used.f

Note that two transistors form a composite pair, the input resistance of the

second transistor constituting the emitter load for the first. More specifically,

the Darlington circuit consists of two cascaded emitter followers with infinite

emitter resistance in the first stage, as shown in Fig. 8-295.

The Darlington composite emitter follower will be analyzed by referring

f For many applications the field-effect transistor (Chap. 10), with its extremely high
input impedance, would be preferred to the Darlington pair.

Fig. 8-29 (a) Darlington pair. Some vendors package this

device as a single composite transistor with only three external

leads, (b) The Darlington circuit drawn as two cascaded CC
stages.
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Fig. 8-30 Darlington emitter

follower.

to Fig. 8-30. Assuming that hoeR e < 0.1 and hfeR a » hie ,
we have, from Table

8-7, for the current gain and the input impedance of the second stage,

Ajl = ~ 1 + hfe R i% ~ (1 + hfe)R e (8-75)
A 2

Since the effective load for transistor Q1 is R i2} which usually does not
meet the requirement hoeRi 2 <5 0.1, we must use the exact expression of Eq.

(8-40) for the current gain of the first transistor:

I2 __ 1 + hfe _ 1 + hfe

Ii 1 + hoeRi2 1 + h 0e{ 1 + hfe)Re

(8-76)

and since hoeRe <0.1, we have

A « 1 + hfe
n

1 + KJlfeRe
(8-77)

The overall current gain for Fig. 8-30 is

Aj = ~ = y = A I 2Ai\
ii 12 h'

A ^ (1 + hfe)
2

1 + hoehfeRe
(8-78)

Similarly, for the input resistance of Ql, we must use Eq. (8-41):

Ril — hie + Al\Ri2
(1 + hfe)

2R €

1 + hoehfeR e

(8-79)

This equation for the input resistance of the Darlington circuit is valid for

hoeRe < 0.1, and should be compared with the input resistance of the single-

stage emitter follower given by Eq. (8-55). If R e = 4 K, and using the h

parameters of Table 8-2, we obtain Ri2
= 205 K for the emitter follower and

Rn = 1.73 M for the Darlington circuit. We also find Aj = 427
,
which is

much higher than the current gain of the emitter follower (= 51).
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We have assumed in the above computations that the h parameters of Q1
and Q2 are identical. In reality, this is usually not the case, because the h
parameters depend on the quiescent conditions of Q1 and Q2 . Since the
emitter current of Q1 is the base current of Q2, the quiescent current of the
first stage is much smaller than that of the second. From Fig. 8-8 we see that

hf e does not vary drastically with current, and lienee we have assumed

kfel — h/e 2 = hfe

in the above equations. The symbol h oe ,
which increases rapidly with current,

refers to Ql in these equations. In Chap. 11 we show that the short-circuit

input resistance varies approximately inversely with collector current [Eq.

(11-11)]. Since the current in Q2 is 1 + h/c times the current in-Ql, then
hu

i

~ (1 + hfe)hi02 . Using this relationship, we find (Prob. 8-50) that the
voltage gain of the Darlington emitter follower is

Ay « 1 - ^ (2 + U/X)na

and the output impedance is

D
. _|_

2h ie2

(1 + h/e)
2

1 + hfe

(8-80)

(8-81)

We conclude from the above equations that the Darlington emitter follower
has a higher input resistance and a voltage gain less close to unity than does a
single-stage emitter follower. The output impedance of the Darlington circuit

may be greater or smaller than that of a single-transistor emitter follower,

depending upon the value of Rs relative to h,e2 . If R, = 0, then R0 for the
Darlington combination is twice R„ for a single-stage follower, as can be seen
by comparing Eq. (8-81) with Eq. (8-57).

A major drawback of the Darlington transistor pair is that the leakage
current of the first transistor is amplified by the second. Hence the overall
leakage current may be high and a Darlington connection of three or more
transistors is usually impractical.

The composite transistor pair of Fig. 8-29a can, of course, be used as a
common-emitter amplifier. The advantage of this pair would be a very high
overall h/e ,

nominally equal to the product of the CE short-circuit current
gains of the two transistors. In fact, Darlington integrated transistor pairs
are commercially available with hfe as high as 30,000.

The Biasing Problem In discussing the Darlington transistor pair, we
have emphasized its value in providing high-input impedance. However, we
have oversimplified the problem by disregarding the effect of the biasing
arrangement used in the circuit. Figure 8-31a shows a typical biasing net-
work of resistors Rh R 2 ,

and Re . The input resistance R'{ of this stage (dis-

cussed in detail in Sec. 9-3) consists of where R' = #,||.fi:2 . Assume
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Fig. 8-31 (a) A self-biasing circuit, (b) The bootstrap principle

increases the effective value of R 3 .

that the input circuit is modified as in Fig. 8-316 by the addition of R 3 but

with C* = 0 (that is, for the moment, ignore the presence of C"). Now R f
is

increased to R 3 + Ri\\R 2 - However, since Ri is usually much greater than R ',

it is seen that R[ ~ R f

}
which may be a few hundred kilohms at most.

To overcome the decrease in the input resistance due to the biasing net-

work, the input circuit of Fig. 8-316 is modified by the addition of Cf between

the emitter and the junction of R i and R 2 . The capacitance Cf
is chosen large

enough to act as a short circuit at the lowest frequency under consideration.

Hence the bottom of R 3 is effectively connected to the output (the emitter),

whereas the top of R 3 is at the input (the base). Since the input voltage is

Vi and the output voltage is V0 = Ay

V

if the circuit of Fig. 8-17 and Miller's

theorem can be used to calculate the current drawn by R 3 from the input signal.

We can then see that the biasing arrangement R i, R 2 ,
and R 3 represents an

effective input resistance of

R«t = (8-82)

Since, for an emitter follower, A v approaches unity, Rel

f

becomes extremely

large. For example, with A v = 0.995 and R 3 = 100 K, we find R^u — 20 M.

Note that the quiescent base current passes through R 3j and hence that a few

hundred kilohms is probably an upper limit for R 3 .

The above effect, when A v —

*

+1, is called bootstrapping . The term

arises from the fact that, if one end of the resistor R 3 changes in voltage, the

other end of R 3 moves through the same potential difference; it is as if R 3 were

“pulling itself up by its bootstraps." The input resistance of the CC amplifier

as given by Eq. (8-42) is Ri = hie/( 1 — Ay). Since this expression is of the



278 / INTEGRATED ELECTRONICS Sec. 8-16

form of Eq. (8-82), here is an example of bootstrapping of the resistance hie

which appears between base and emitter.

In making calculations of Aj
, Ri, and Ay, we should, in principle, take

into account that the emitter follower is loaded, not only by Re and Ex||E2 ,

but also by R 3 . The extent to which R3 loads the emitter follower is calcu-
lated as follows: The emitter end of R 3 is at a voltage A v times as large as
the base end of R 3 . From Fig. 8-17, illustrating Miller’s theorem, the effec-

tive resistance seen looking from the emitter to ground is not R 3 but, exagger-
ated by the Miller effect, is

R 3M
AyR%
Ay — 1 (8-83)

Since Ay is positive 'and slightly less than unity, Rzm is a (negative) resis-

tance of large magnitude. Since Rzm is paralleled with the appreciably smaller
(positive) resistors R e and Ri\\R 2 ,

the effect of R d will usually be negligible.

Bootstrapped Darlington Circuit We find in Prob. 8-16 that, even
neglecting the effect of the resistors R\

}
R 2j and R% and assuming infinite

emitter resistance, the maximum input resistance is limited to l/hob « 2 M.
Since \/hob is the resistance between base and collector, the input resistance
can be greatly increased by bootstrapping the Darlington circuit through the
addition of C0 between the first collector Ci and the second emitter E2 ,

as indi-
cated in Fig. 8-32a. Note that the collector resistor Rc i is essential because,
without it, R e 2 would be shorted to ground. If the input signal changes by
Vi

}
then E2 changes by Ay Vi and (assuming that the reactance of C0 is negligi-

ble) the collector changes by the same amount. Hence l/hob is now effectively
increased to 1, (A0&)(1 — Ay) ^ 400 M, for a voltage gain of 0.995.

An expression for the input resistance R { of the bootstrapped Darlington
pair can be obtained using the equivalent circuit of Fig. 8-325. The effective
resistance R e between E 2 and ground is R e = Rcl \\Re2 . If hoeR e < 0.1, then
Q2 may be represented by the approximate A-parameter model. However,
the exact hybrid model as indicated in Fig. 8-326 must be used for Ql. Since
l/Aoei» hie z 7

then hoe \ may be omitted from this figure. Solving for Vi/Ibl ,

we obtain (Prob. 8-51)

Ri ~ hf eihfo 2R c (8-84)

This equation shows that the input resistance of the bootstrapped Darlington
emitter follower is essentially equal to the product of the short-circuit current
gains and the effective emitter resistance. If h/el = hfe2 = 50 and R e

= 4 K,
then Ri « 10 M. If transistors with current gains of the order of magnitude
of 100 instead of 50 were used, an input resistance of 40 M would be obtained.

The biasing arrangement of Fig. 8-31 would also be used in the circuit
of Fig. 8-32. Hence the input resistance, taking into account the bootstrap-
ping both at the base and at the collector of Ql, would be RGn\\hfelhfe2R6) where
#eff is given in Eq. (8-82).
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Fig. 8-32 (a) The boot-

strapped Darlington cir-

cuit. (b ) The equivalent

circuit.

REFERENCES

1. IRE Standards on Semiconductor Symbols, Proc . IRE
,
vol. 44, pp. 935-937, July,

1956.

2. “Transistor Manual,” 7th ed., pp. 52-55, General Electric Co., Syracuse, N.Y., 1964.

3. Ref. 2, pp. 477-482.

4. Millman, J., and H. Taub: “Pulse, Digital, and Switching Waveforms,” pp. 528-

532, McGraw-Hill Book Company, New York, 1965.

5. Miller, J. M.: Dependence of the Input Impedance of a Three-electrode Vacuum
Tube upon the Load in the Plate Circuit, NatL Bur . Sid. (U.S.) Res. Papers

,
vol. 15,

no. 351, pp. 367-385, 1919.



280 / INTEGRATED ELECTRONICS
Sec. 8-76

6 . Dion, D. F.: Common Emitter Transistor Amplifiers, Proc. IRE , vol. 46 n 920
May, 1958.

7. Levine, I.: High Input Impedance Transistor Circuits, Electronics
,
vol. 33, pp. 50-54

September, 1960.

REVIEW QUESTIONS

8-1 A transistor is excited by a large sinusoidal base current whose magnitude
exceeds the quiescent value IB for 0 < at < it and is less than IB for tt < at < 2tt.

Is the magnitude of the collector-current variation from the quiescent current greater
at <al = tt/2 or 3tt/2? Explain your answer with the aid of a graphical construction.

8-2 Is nonlinear distortion greater for a sinusoidal-input-base current or for a
sinusoidal-input-base voltage? Explain with the aid of the input and output transistor
characteristics.

8-3 Define in words and also as a partial derivative (a) h ie ]
(ib ) hfe ;

(c) h re ;

(d) hoe . Indicate what variable is held constant and give the dimensions of each h
parameter.

8-4 Repeat Rev. 8-3 for (a) AIC ;
(ib ) h/c] (c) hrc ;

(d) hoc .

8-5 Repeat Rev. 8-3 for (a) h ib ;
(b) hfb ;

(c) h rb ;
(d) hob .

8-6 Draw the circuit of a CE transistor configuration and give its ^-parameter
model.

8-7 Repeat Rev. 8-6 for the CC configuration.

8-8 Repeat Rev. 8-6 for the CB configuration.

8-9 Explain how to obtain from the output characteristic (a) h/e ;
(b) h oe .

8-10 Prove that (a) h ic = h ic ; (b) h„ = ~{h,e + 1); (c ) h„ = A„; (d) hrc =
1 — kre •

8-1 1 Give (for Ie ~ 1 mA) the order of magnitude (including the sign) of
(a) h ib ; (5) A,-c ;

(c) h re ;
(d) hrc ;

(e) h/b ; (f)h/c ; (g) h/c ;
(A) 1/A 0C ; (i) 1jhob .

8-12 In terms of the h parameters and the load impedance, derive the expressions
for (a) A i and (b) Ri.

8-13 Derive the expression for A v in terms of Ai.
8-14 In terms of the h parameters and the source resistance, derive the equation

for the output admittance.

8-15 Find (a) A v, in terms of A v ;
(b) A /e in terms of A/.

8-16 Which of the configurations (CB, CE, CC) has the (a) highest R t ;
(b) lowest

Ri\ (c) highest R 0 \
(d) lowest R0 ; (e

)

lowest A v ; (/) lowest A 7 .

8-17 State (a) ThSveni^s theorem; (b) Norton's theorem; (c) the corollaries to
these theorems.

8-18 (a) Draw the circuit of an emitter follower, (b) List its three most
important characteristics.

8-19 (a) State Miller's theorem with the aid of a circuit diagram, (b) Repeat
for the dual of Miller's theorem.

8-20 Draw a CE (first) stage cascaded with a CC (second) stage. In terms of
Avi, A v

2

,
A lh and An derive the expression for (a) the resultant voltage gain A v ;

(b) the resultant current gain A/.

8-21 It is desired to have a high-gain amplifier with high input impedance and
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low output impedance. If a cascade of four stages is used, what configuration should

be used for each stage?

8-22 Using the approximate /i-parameter model, obtain the expression for a CE
circuit for (a) Ar, (b ) Ri] (c ) A v ; (d) R 0 .

8-23 Repeat Rev. 8-22 for the emitter-follower circuit.

8-24 Repeat Rev. 8-22 for the CE circuit with an emitter resistor.

8-25 Repeat Rev. 8-22 for the emitter follower with a collector resistor.

8-26 Draw the equivalent circuit of a CE circuit with an emitter resistor (or of

an emitter follower), looking into (a) the base and (b ) the emitter.

8-27 Find a circuit with a grounded emitter which is equivalent to a CE circuit

having an emitter resistor. The new circuit will have resistors added into the base

and collector, and these new resistors will depend upon Ai.

8-28 (a) Draw a Darlington emitter follower. (b ) Explain why the input

impedance is higher than that of a single-stage emitter follower.

8-29 (a) Indicate the circuit of an emitter follower with biasing resistors R i

and R 2 . Show that the input resistance is reduced because of these biasing resistors.

(6) Add a bootstrapped resistor R 3 and explain how this increases the input resistance.



TRANSISTOR BIASING AND

THERMAL STABILIZATION

This chapter presents methods for establishing the quiescent oper-
ating point of a transistor amplifier in the active region of the charac-
teristics. The operating point shifts with changes in temperature T
because the transistor parameters (ft Ico ,

and VBb) are functions of

T. A criterion is established for comparing the stability of different

biasing circuits. Compensation techniques are also presented for

quiescent-point stabilization.

9-1 THE OPERATING POINT

From our discussion of transistor characteristics in Secs. 5-6 to 5-8,

it is clear that the transistor functions most linearly when it is con-
strained to operate in its active region. To establish an operating
point in this region it is necessary to provide appropriate direct poten-
tials and currents, using external sources. Once an operating point Q
is established, such as the one shown in Fig. 8-2a, time-varying excur-
sions of the input signal (base current, for example) should cause an
output signal (collector voltage or collector current) of the same wave-
form. If the output signal is not a faithful reproduction of the input
signal, for example, if it is clipped on one side, the operating point is

unsatisfactory and should be relocated on the collector characteristics.

The question now naturally arises as to how to choose the operating
point. In Fig. 9-1 we show a common-emitter circuit. Figure 9-2

gives the output characteristics of the transistor used in Fig. 9-1.

Note that even if we are free to choose R c ,
RL ,

Rb ,
and Vcc, we may

not operate the transistor everywhere in the active region because the

various transistor ratings limit the range of useful operation. These
ratings (listed in the manufacturer's specification sheets) are maximum

282
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Fig. 9-1 The fixed-bias circuit.

collector dissipation Pc, max, maximum collector voltage Vc, max, maximum col-

lector current Ic,max, and maximum emitter-to-base voltage Figure
9-2 shows three of these bounds on typical collector characteristics.

Capacitive Coupling Note that in the circuit of Fig. 8-1, neither side of

the signal generator is grounded, and also that an auxiliary biasing supply Vbb
is used. Both of these difficulties are avoided by using a capacitor Cbl to

couple the input signal to the transistor, as indicated in Fig. 9-1. In this

diagram one end of v { is at ground potential, and the collector supply Vcc also

provides the biasing base current IB . Under quiescent conditions (no input
signal), Cbi (called a blocking capacitor) acts as an open circuit, because the
reactance of a capacitor is infinite at zero frequency (dc). The capacitances

Cbi and Cb2 are chosen large enough so that, at the lowest frequency of excita-

tion, their reactances are small enough so that they can be considered to be
short circuits. These coupling capacitors block dc voltages but freely pass
signal voltages. For example, the quiescent collector voltage does not appear
at the output, but v0 is an amplified replica of the input signal u,-. The (ac or

incremental) output signal voltage may be applied to the input of another
amplifier without affecting its bias, because of the blocking capacitor CM . The
effect of the finite size of a blocking capacitor on the frequency response of an
amplifier is considered in Sec. 12-8.

The Static and Dynamic Load Lines We noted above that under dc con-
ditions Cb 2 acts as an open circuit. Hence the quiescent collector current
and voltage are obtained by drawing a static (dc) load line corresponding to the
resistance R c through the point ic = 0, Vce = Vcc, as indicated in Fig. 9-2..

If Rl = °° and if the input signal (base current) is large and symmetrical, we
must locate the operating point Qi at the center of the load line. In this way
the collector voltage and current may vary approximately symmetrically
around the quiescent values Vc and IC) respectively. If RL ^ oo, however,
a dynamic (ac) load line must be drawn. Since we have assumed that, at the
signal frequency, Ch2 acts as a short circuit, the effective load R'L at the col-

lector is R c in parallel with RL . The dynamic load line must be drawn through
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the operating point Qi and must have a slope corresponding to R f

L = R C\\RL .

This ac load line is indicated in Fig. 9-2, where we observe that the input signal

may swing a maximum of approximately 40 juA, around Qi because, if the base
current decreases by more than 40 juA, the transistor is driven off.

If a larger input swing is available, then in order to avoid cutoff during a
part of the cycle, the quiescent point must be located at a higher current.

For example, by simple trial and error we locate Q 2 on the dc load line such
that a line with a slope corresponding to the ac resistance R f

L and drawn
through Q 2 gives- as large an output as possible without too much distortion.

In Fig. 9-2 the choice of Q 2 allows an input peak current swing of about 60 juA.

The Fixed-bias Circuit The point Q 2 can be established by noting the
required current in Fig. 9-2 and choosing the resistance Rb in Fig. 9-1 so

that the base current is equal to hJ2 . Therefore

'• - - '*•

The voltage Vbe across the forward-biased emitter junction is (Table 5-1,

page 142) approximately 0.2 V for a germanium transistor and 0.7 V for a
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silicon transistor in the active region. Since VCc is usually much larger than

Vbbj we have

Ib
Vcc
jRb

(9-2)

The current IB is constant, and the network of Fig. 9-1 is called the

fixed-bias circuit. In summary, we see that the selection of an operating point

Q depends upon a number of factors. Among these factors are the ac and
dc loads of the stage, the available power supply, the maximum transistor

ratings, the peak signal excursions to be handled by the stage, and the toler-

able distortion.

9-2 BIAS STABILITY

In the preceding section we examined the problem of selecting an operating

point Q on the load line of the transistor. We now consider some of the

problems of maintaining the operating point stable.

Let us refer to the biasing circuit of Fig. 9-1. In this circuit the base

current IB is kept constant since IB ~ Vcc/Rb . Let us assume that the tran-

sistor of Fig. 9-1 is replaced by another of the same type. In spite of the

tremendous strides that have been made in the technology of the manufacture

of semiconductor devices, transistors of a particular type still come out of pro-

duction with a wide spread in the values of some parameters. For example,

Fig. 5-15 shows a range of Hfe ~ P of about 3 to 1. To provide information

about this variability, a transistor data sheet, in tabulating parameter values,

often provides columns headed minimum, typical, and maximum.
In Sec. 5-6 we see that the spacing of the output characteristics will

increase or decrease (for equal changes in IB ) as (3 increases or decreases. In
Fig. 9-3 we have assumed that (3 is greater for the replacement transistor of

Fig. 9-1, and since IB is maintained constant at IB2 bj the external biasing

circuit, it follows that the operating point will move to Q 2 . This new oper-

ating point may be completely unsatisfactory. Specifically, it is possible for

the transistor to find itself in the saturation region. We now conclude that

maintaining IB constant will not provide operating-point stability as f3 changes.

On the contrary, IB should be allowed to change so as to maintain Ic and Vce
constant as f3 changes.

Thermal Instability A second very important cause for bias instability

is a variation in temperature. In Sec. 5-7 we note that the reverse saturation

current /cot changes greatly with temperature. Specifically, ICo doubles for

every 10°C rise in temperature. This fact may cause considerable practical

difficulty in using a transistor as a circuit element. For example, the collector

t Throughout this chapter ICbo is abbreviated Ico (Sec. 5-7).
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Fig. 9-3 Graphs showing

the collector character-

istics for two transistors

of the same type. The

dashed characteristics are

for a transistor whose f3 is

much larger than that of

the transistor represented

by the solid curves.

current Ic causes the collector-junction temperature to rise, which in turn

increases Ico • As a result of this growth of ICo, Ic will increase [Eq. (5-16)],

which may further increase the junction temperature, and consequently Ico-

It is possible for this succession of events to become cumulative, so that the

ratings of the transistor are exceeded and the device burns out.

Even if the drastic state of affairs described above does not take place, it is

possible for a transistor which was biased in the active region to find itself in

Fig. 9-4 Diffused silicon planar 2N708 n-p-n transistor output CE characteristics

for (a) 25°C and (Jb) 100°C. (Courtesy of Fairchild Semiconductor.)
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the saturation region as a result of this operating-point instability (Sec. 9-9).

To see how this may happen, we note that if IB = 0, then, from Eq. (5-16),

Ic = Ico(l + /?)• As the temperature increases, Ico increases, and even if

we assume that remains constant (actually, it also increases), it is clear that

the IB = 0 line in the CE output characteristics will move upward. The
characteristics for other values of IB will also move upward by the same
amount (provided that /? remains constant), and consequently the operating

point will move if IB is forced to remain constant. In Fig. 9-4 we show the

output characteristics of the 2N708 transistor at temperatures of +25 and

+ 100°C. This transistor, used in the circuit of Fig. 9-1 with VCc = 10 V,

Rc
~ 250 12, Rb = 24 K, operates at Q with IB = (10 — 0.7)/24 ~ 0.4 mA.

Hence it would find itself almost in saturation at a temperature of +100°C,
even though it would be biased in the middle of its active region at +25°C.

9-3 SELF-BIAS, OR EMITTER BIAS

A circuit which is used to establish a stable operating point is the self-biasing

configuration of Fig. 9-5o. The current in the resistance R e in the emitter

lead causes a voltage drop which is in the direction to reverse-bias the emitter

junction. Since this junction must be forward-biased, the base voltage is

obtained from the supply through the RiR 2 network.

The physical reason for an improvement in stability with this circuit is

the following: If Ic tends to increase, say, because ICo has risen as a result of

an elevated temperature, the current in R e increases. As a consequence of the

increase in voltage drop across R e ,
the base current is decreased. Hence Ic

will increase less than it would have, had there been no self-biasing resistor R t .

(a) (b)

Fig. 9-5 (a) A self-biasing circuit, (b) Simplification of the base

circuit in (a) by the use of Thevenin’s theorem.
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Analysis of the Self-bias Circuit If the circuit component values in

Fig. 9-5a are specified, the quiescent point is found as follows: KirchhofFs

voltage law around the collector circuit yields

— ycc + Ic(Rc + Re) + IsRe + yce
~

0 (9-3)

If the drop in R e due to In is neglected compared with that due to Ic
,
then

this relationship between Ic and Vce is a straight line whose slope corresponds

to Rc + R e and whose intercept at Ic = 0 is VCe = Fee- This load line is

drawn on the collector characteristics.

If the circuit to the left between the base B and ground N terminals in Fig.

9-5a is replaced by its Th6venin equivalent, the two-mesh circuit of Fig. 9-56

is obtained, where

y _ RlVCC
Rz + Ri

Rb = RzR\

Rz + R\
(9-4)

Obviously, Rb is the effective resistance seen looking back from the base

terminal. KirchhofFs voltage law around the base circuit yields

V = IBRb + VBE + (Ib + Ic)Re (9-5)

If Ic from Eq. (9-5) is substituted into Eq. (9-3), a relationship between IB
and Vce results. For each value of IB given on the collector curves, Vce is

calculated. The locus of these corresponding points VCe and IB plotted on the

CE output characteristics is called the bias curve. The intersection of the

load line and the bias curve gives the quiescent point.

In many cases transistor characteristics are not available but is known.

Then the calculation of the Q point may be carried out analytically as follows:

In the active region the collector current is given by Eq. (5-16), namely,

Ic ~ (31b + (1 + (3)Ico (9-6)

Equations (9-5) and (9-6) can now be solved for IB and Ic (since VBE is known
in the active region). Note that with this method the currents (in the active

region) are determined by the base circuit and the values of (3 and Ico-

EXAMPLE A silicon transistor whose common-emitter output characteristics

are shown in Fig. 9-66 is used in the circuit of Fig. 9-5a, with VCc = 22.5 V, R c —
5.6 K, R c = 1 K, Rz = 10 K, and Ri — 90 K. For this transistor, (3 ~ 55.

Find the Q point (a) graphically and (6) from the known value of (3.

Solution a. From Eqs. (9-4) we have

V = 10 X 22.5

100
= 2.25 V Rb = 10 X 90

100
9.0 K

The equivalent circuit is shown in Fig. 9-6a. The load line corresponding to a

total resistance of 6.6 K and a supply of 22.5 V is drawn on the collector charac-
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(a)

o 4 8 12 16 20 I 24

Collector-to-emitter voltage VCe> V 22 - 5

( 6 )

Fig. 9-6 (a) An illustrative example, (b) The intersection of the load line and

the bias curve determines the Q point.

teristics of Fig. 9-66. KirchhofTs voltage law applied to the collector and base
circuits, respectively, yields (with Vbe = 0.65)

— 22.5 + 6.6/c + Ib + Vce — 0 (9-7)

0.65 - 2.25 + Ic + 10.0/* = 0 (9-8)

Eliminating Ic from these two equations, we find the bias curve equation

Vce = 65.0IB + 11.9

Values of Vce corresponding to IB = 20, 40, and 60 jaA are obtained from this

equation and are plotted in Fig. 9-66. We see that the intersection of the bias

curve and the load line occurs at Vce = 13.3 V, Ic = 1.4 mA, and from the bias-

curve equation, /* = 26 jaA.

6. In many cases transistor characteristics are not available but ft is known.
Then the calculation of the Q point may be carried out as follows: For base

currents large compared with the reverse saturation current (/*» /co), it follows

from Eq. (9-6) that

Ic ~ Pis (9-9)

This equation can now be used in place of the collector characteristics. Since

ft
= 55 for the transistor used in this example, substituting /* = Icf55 in Eq.

(9-8) for the base circuit yields

— 1.60 + /(? + j$Ic = 0

or

Ic = 1.36 mA and IB — — — mA = 24.8 juA
55 55

These values are very close to those found from the characteristics.



290 / INTEGRATED ELECTRONICS Sec. 9-4

The collector-to-emitter voltage can be found from Eq. (9-7) and the known
values of Ib and Ic :

-22.5 + 6.6 X 1.36 + 0.025 + VCe = 0

or

VCS = 13.5 V

9-4 STABILIZATION AGAINST VARIATIONS IN Ico ,
VBE ,

AND fi

The sources of instability of Ic are essentially three. 1 These are the reverse

saturation current Ico, which doubles for every 10°C increase in temperature;
the base-to-emitter voltage Vbe, which decreases at the rate of 2.5 mV/°C for

both Ge and Si transistors; and /3 }
which increases with temperature (Tables 9-1

and 9-2).

We shall neglect the effect of the change of Vce with temperature, because
this variation is very small and we assume that the transistor operates in the

active region, where Ic is approximately independent of Vce .

The Transfer Characteristic The output current Ic is plotted in Fig-

9-7 as a function of input voltage for the germanium transistor, type 2N1631.
This transfer characteristic for a silicon transistor is given in Fig. 5-17. Each
curve shifts to the left at the rate of 2.5 mV/°C (at constant Ic) for increasing

temperature. We now examine in detail the effect of the shift in transfer

characteristics and the variation of and ICo with temperature. If Eq. (9-5),

obtained by applying KVL around the base circuit of the self-bias circuit of

100 150 200 250

VBE , mV

Fig. 9-7 Transfer characteristic for

the 2N1631 germanium p-n-p alloy-

type transistor at Vce = —9 V
and Ta = 25°C. (Courtesy of

Radio Corp. of America.)

o 50
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Fig. 9-8 Illustrating that the col-

lector current varies with tempera

ture T because Vbe, Ico, and p
change with T,

Fig. 9-56, is combined with Eq. (9-6), which represents the collector character-
istics in the active region, the result is

VBE = V + {Kb + Re)
p

ICO ~
J Ic (9-10)

Equation (9-10) represents a load line in the Ic-VBe plane, and is indi-

cated in Fig. 9-8. The intercept on the Vbe axis is V + V', where

v = (Rb + R.) Ico « (Bt + Re) Ico (9-11)

since /3^>> 1. If at T = Ti(Tf), Ico = Icoi(Ico 2 ) and p = Pi{Pl), then V[ «
(Rb + R 0)Icoi and V'

2 ^ (Rb + R e)IC0 2 . Hence the intercept of the load line

on the VBE axis is a function of temperature because Ico increases with T.

The slope of the load line is

Rb + Re{1 + P)

and hence |<r| increases with T because p increases with T. The transfer char-
acteristic for T = Ti > Ti shifts to the left of the corresponding curve for

T = Ti because Vbe (at constant Ic) varies with T, as indicated above. The
intersection of the load line with the transfer characteristic gives the collector

current Ic . We see that IC 2 > Tci because Ico, P, and Vbe all vary with
temperature.

Since, from Eq. (9-10), Ic is a function of Ico, Vbe, and p }
it is convenient

to introduce the three partial derivatives of Ic with respect to these variables.

These derivatives are called the stability factors S, S', and S" and are defined
as follows.
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The Stabilization Factor S We define S as the rate of change of collector

current with respect to the reverse saturation current, keeping (3 and Vbe
constant, or

o = die _ AIc
dlco Alco

(9-12)

The larger the value of S, the more likely the circuit is to exhibit thermal

instability. f Using the above definition and.Eq. (9-10), we find

S = (1 + (3)

1 ~h Rb/Re

1 + 13 + Rb/Re
(9-13)

Note that S varies between 1 for small Rb/Re and 1 + /3 for Rb/Re —» If

£ + 1 » Rb/Re, Eq. (9-13) reduces to

S « 1 + (9-14)

Thus, for constant 0, Vbe, and small S, we have

Alc o AIco A Ico
,

Rb AIco
+ (9'15)

For the typical design, Rb/Re > 1, making the second term in Eq. (9-15) larger

than the first. The denominator of the second term is the dc voltage drop

across R e (since \Ic\ ~ |/^|) and is under the circuit designer's control.

The Stability Factor S' The variation of Ic with Vbe is given by the

stability factor S', defined by

cr/ die _ AIc
dVbe AVbe

(9-16)

where both Ico and £ are considered constant. From Eq. (9-10) we find

O) _ _ ff/Re

Rb + ReiX + ft) 1 + ft + Rb/Re

If we again assume that £ + 1 Rb/Re, and

(9-17) reduces to

at _ A7c !_~ A VbE Re

or

Ale ~ S'AVbe ^ AVbe
Ic Ic IcRe

From the above equation and Eq. (9-15) we see that the dominant factor in

stabilizing against Ico and Vbe is the quiescent voltage drop across the emitter

resistance R e . The larger this drop, the smaller is the percentage change in

collector current due to AIco and AVbe-

also that 1, then Eq.

(9-18)

(9-19)

f In this sense, S should more properly be called an instability factor .
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The Stability Factor S" The variation of Ic with respect to 0 is given by
the stability factor S", defined by

gt// _ die Ale~
~dp

~
A/3 (9-20)

where both ICo and Vbe are considered constant. From Eq. (9-10)

r _ P{V + V' - VBE)

R„ + R e ( 1 + 0)
(9-21)

where, from Eq. (9-11), V' may be taken to be independent of 0. We obtain,
after differentiation and some algebraic manipulation,

S" = dir IcS

dp 0(1 + P)

The change in collector current due to a change in p is

IcS Me « S" A0
0(1 + 0)

nW

(9-22)

(9-23)

where A0 = 02 - p, may represent a large change in p. Hence it is not clear
whether to use 0., 02 ,

or perhaps some average value of 0 in the expressions for
S . (This problem does not arise for S or S' because these factors are almost
independent of p.) This difficulty is avoided if S" is obtained by taking finite
differences rather than by evaluating a derivative. Thus

g// ^ C 2 Ici A/c

P 2 ~ Pi Ap (9-24)

From Eq. (9-21) we have

Ic2 __ @2 Rb + R e { 1 + (3i )

Cl Pi Rb “h Re( 1 ~h P2 )
(9-25)

Subtracting unity from both sides of Eq. (9-25) yields

~ C— 1 ($2 _ 1 \ Rb + Re
^ Cl \^1 / Rb + R c ( 1 + (32

)

(9-26)

or

q/f A/c ICl$2

&P Pi(l + P 2 )
(9-27)

where S2 is the value of the stabilizing factor S when p = 02 as given by Eq.
(9-13). Note that this equation reduces to Eq. (9-22) as A0 = 02 — 0x —> 0.

If we assume that S2 is small so that the approximate value given in
Eq. (9-14) is valid, then from Eq. (9-27) with 0 » 1 we find

Ale ^ ,

flA A0
lei \ Re) 0102

= (l j_ Rb\ 02/0! ~ 1

\ R.J 02
(9-28)
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It is clear that Rb/R e should be kept small. Also, for a given spread in the

value of /3 (say, /3 2//3 i = 3), a high-/? circuit will be more stable than one using

a lower-/? transistor.

Equation (9-27) is of prime importance because it allows us to determine

the maximum value of S 2 for a given spread in /? and a given Ic 1 . This varia-

tion in /? may be due to any cause such as a temperature change, a transistor

replacement, etc.

EXAMPLE Transistor type 2N335, used in the circuit of Fig. 9-5a, may have

any value of /? between 36 and 90 at a temperature of 25°C, and the leakage cur-

rent Ico has negligible effect on Ic at room temperature. Find R C) R h and R 2

subject to the following specifications: R c = 4 K, VCc — 20 V; the nominal

bias point is to be at VCe = 10 V, Ic = 2 mA; and Ic should be in the range 1.75

to 2.25 mA as /? varies from 36 to 90.

Solution From the collector circuit (with Ic ^> In)

Rc + Re
Vcc - Vcb = 20 - 10

Ic 2
5 K

Hence R e = 5 — 4 = 1 K.

From Eq. (9-27) we can solve for S 2 . Hence, with AIc = 2.25 — 1.75 =
0.5 mA, Ic 1 = 1.75 mA, = 36, /? 2 = 90, and A/3 = 54, we obtain

05 _ L75 Sj

54
“

36 1 + 90

or

Si = 17.3

Substituting S 2 = 17.3, R e — 1 K, and /3 2 = 90 in Eq. (9-13) yields

(17.3) (91 +Rb)
= 91(1 +Rb)

or

Rb = 20.1 K

From Eq. (9-10), with Ic = 1.75 mA, jS = 36, R b = 20.1 K, R e = 1 K,

Ybe = 0.65 V, and Ico = 0, we obtain

V = Ybe +
Rb + Re( 1 +

P
Ic = 0.65 + ^

20,1

3^
-'j (1.75) = 3.43 V

From Eqs. (9-4), solving for R 1 and R 2} we find

Vcc
R 1 = Rb^y =

(20 . 1 )(—)
=

\3.43y
117 K

R 2 =
A7 (117) (3.43)

Vcc — V 20 - 3.43
- 24.2 K
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9-5 GENERAL REMARKS ON COLLECTOR-CURRENT STABILITY 2

Stability factors were defined in the preceding section, which considered the
change in collector current with respect to Ico ,

VBE ,
and 0. These stability

factors are repeated here for convenience:

S = Ale

Aire
S' = Ale

AVbe
S" = Ale

(9-29)

Each differential quotient (partial derivative) is calculated with all other
parameters maintained constant.

If we desire to obtain the total change in collector current over a specified
temperature range, we can do so by expressing this change as the sum of the
individual changes due to the three stability factors. Specifically, by taking
the total differential of Iq = f(Ico> Vbei 13), we obtain

Alc =
Ife

AIco +
wt~E

AVbb + d

~W
Afi

= S AIco + S' AVsb + S*' A(3 (9-30)

The stability factors may be expressed in terms of the parameter M
defined by

,, 1 i
“

1 + Jfc/[JJ.(1 + 0)]
~

1 + fa/pl

l

(9_31)

where we assume & » 1. Note that if 0Re » Rb) then M ~ 1. Substituting
Eqs. (9-13), (9-17), and (9-28) into Eq. (9-30), we find for the fractional change
in collector current

ATg Rb\ Mi AIco _ Mi AVbe
, ,

Rb\ M2 Af3

Ici \ Re) ICl IciRe \ Re) ^1^2
(9-32)

where Mi(M 2) corresponds to /3 i(/32). Note that as T increases, AICo/IC i and
increase, whereas AVbe

/

1c\ decreases. Hence all terms in Eq, (9-32) are
positive for increasing T and negative for decreasing T .

We now examine in detail the order of magnitude of the terms of Eq.
(9-32) for both silicon and germanium transistors over their entire range of

temperature operation as specified by transistor manufacturers. This range
usually is —65 to +75°C for germanium transistors and —65 to +175°C for
silicon transistors.

TABLE 9-1 Typical silicon transistor parameters

^3 0O — 65 +25 + 175
Ico, nA 1.95 X 10“ 3 1.0 33,000
0 25 55 100
VbbiV 0.78 0.60 0.225
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TABLE 9-2 Typical germanium transistor parameters

T,°C -65 +25 +75
Ico, vA 1.95 X 10-3 1.0 32

P 20 55 90

Vbe, V 0.38 0.20 0.10

Tables 9-1 and 9-2 show typical parameters of silicon and germanium

transistors, each having the same j8 (55) at room temperature. For Si, Ico is

much smaller than for Ge. Note that Ico doubles approximately every 10°C

and
|
Vbe\ decreases by approximately 2.5 mV/°C.

EXAMPLE For the self-bias circuit of Fig. 9-5a, R e = 4.7 K, Rb = 7.75 K,

and Rb/Rc = 1-65. The collector supply voltage and Rc are adjusted to establish

a collector current of 1.5 mA at 25°C. (a) Determine the variation of Ic in the

temperature range of —65 to + 175°C when the silicon transistor of Table 9-1

is used. (b) Repeat (a) for the range —65 to + 75°C when the germanium tran-

• sistor of Table 9-2 is used.

Solution a. Since Rb/R e is known, we can find the percentage change in Ic using

Eq. (9-32). At room temperature

Mx =
1 1

1 + Rb/PiRc 1 + 1.65/55
= 0.97 « 1

Since at 175°C, /3 2 = 100, then M z is even closer to unity than M x . Hence at

T = + 175°C, we shall assume Mi = M 2 = 1. From Eq. (9-32) we have

A7c(+175°C) „ ,
. ^ 33,000 X 10“ 9

,

0.6 - 0.225
= (1 + 1.65) X —— —— b

Ici 1.5 X 10- 1.5 X 4.7

inn — 55
+ (1 + 1-65) X = 5.82 + 5.32 + 2.17%

55 X 100

or the change in collector current is

A/c(+175°C) = 0.087 + 0.080 + 0.032 = 0.199 mA

At — 65°C, 71/

2

== 1/(1 + 1.65/25) = 0.94, and we shall take this small

correction factor into account. From Eq. (9732) we find

A/c(-65°C)

Ici

2.65 X 10
-9

0.78 - 0.60 2.65 X (55 - 25) X 0.94

1.5 X 10-3 1.5 X 4.7 25 X 55

= 0 - 2.55 - 5.34%
or

A/c(-65°C) = 0 - 0.038 - 0.080 = -0.118 mA

Therefore, for the silicon transistor, the collector current will be approximately

1.70 mA at +175°C and 1.38 mA at -65°C.
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_
6 - Similarly for the germanium transistor at +75°C, we find with Mi ~ Af,

A/c(+75°C) n 31 X 10-«
,

0.10 35; = z.b5 X q -j- o rk v ou

1-5 X 10-3 1.5 X 4.7
+ X

55xl0
= 5.48 + 1.42 + 1.87%

or the change in collector current is

A/c(+75°C) = 0.082 + 0.021 + 0.028 = 0.131 mA
At — 65°C we find, with .1/! « 1 and M t = 1/(1 + 1.65/20) = 0 . 93

,

A/c(— 65°C) „ 10-s 0.18 35~ 2 '65 X
2

-

0^ X °'93

= -0.18 - 2.56 - 7.85%
or

AIC(- 65°C) = -0.003 - 0.038 - 0.118 = -0.159 mA
Therefore, for the germanium transistor, the collector current will be aimroxi-
mately 1.63 mA at +75°C and 1.34 mA at -65°C.

Practical Considerations The foregoing example illustrates the supe-
riority of silicon over germanium transistors because, approximately, the same
change in collector current is obtained for a much higher temperature changem the silicon transistor. In the above example, with S « 1 + Rh /R e = 2.65
and R e = 4.7 K, the current change at the extremes of temperature is only
about 10 percent. Hence this circuit could be used at temperatures in excess
of 75°C for germanium and 175°C for silicon. If S is larger and Re smaller,
the current instability is greater. For example, in Prob. 9-23, we find for
Re = IK and S = 7.70 that the 25°C collector current varies about 30 percent
at 6o C and +75 C (Ge) or at — 65°C and +175°C (Si). These numerical
values illustrate why a germanium transistor is seldom used above 75°C, and a
silicon device above 175°C. The importance of keeping S and S' small and
P large is clear.

The change in collector current that can be tolerated in any specific
application depends on design requirements, such as peak signal voltage
required across R c . We should also point out that the tolerance in bias
resistors and supply voltages must be taken into account, in addition to the
variation of p, Ico ,

and VBE .

Our discussion of stability and the results obtained are independent of
RC} and hence they remain valid for R c = 0. If the output is taken across
Re) such a circuit is called an emitter folloiver (Sec. 8-8). If we have a direct-
coupled emitter follower driven from an ideal voltage source, then Rb = 0 and
this circuit can be used to a higher temperature than a similar circuit with
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Rb 0. For the emitter follower, Eq. (9-32) reduces to

Ale _ AIqo AVbe
i

A/3

ICl ICl IciRe
(9-33)

In the above example the increase in collector current from 25 to 75°C

for a germanium transistor is 0.08 mA due to Ico, 0.02 mA due to Vbe, and

0.03 mA due to j3. Hence, for Ge, the effect of Ico has the dominant influence

on the collector current. On the other hand, the increase in Ic for a silicon

transistor over the range from 25 to 175°C due to Ico is approximately the same

as that due to Vbe, but is much smaller due to (3 . However, if the temperature

range is restricted somewhat, say, from 25 to 145°C, then Ale = 0.01 mA due

to Ico and Alc = 0.06 mA due to VBe- These numbers are computed as

follows: If Tmax is reduced from 175 to 145°C, or by 30°, then Ico is divided

by 2Ar/io = 23 - 8. Hence S Alco = 0.087/8 « 0.01 mA. Also, AVbe is

increased by (30)(2.5) = 75 mV, or AVbe goes from —0.375 to —0.30 V and

S' AVbe ~ —AVbe/Re = —0.30/4.7 = 0.06 mA. Hence, for Si, the effect of

VBe is more important than that of Ico on the collector current. However,

for a transistor with a small /3, a large spread in 13 may have the dominant

influence on Ic •

EXAMPLE Design the self-bias circuit of Fig. 9-5a using a Si transistor type

2N3565 to meet the following specifications over the temperature range 25 to 65°C

:

Ale

Ic
<15 percent

Vbe at 25°C = 650 ± 50 mV Vcc = 20 V

P spread 150 to 600 at Ic = 1 mA and T = 25°C

Lowest /3 at 25°C = 150 highest /3 at 65°C = 1,200

Ico at 25°C — 50 nA max Ico at 65°C = 3.0 juA max

Solution We shall assume for our design that each factor ICo, /?, and VBs causes

the same percentage change (5 percent) in Ic . We now proceed in the following

steps:

1. Select Rb/Re using the A/3 term of Eq. (9-32) and assuming M « 1.

,200 - 150

200 X 150
= 0.05

^ = 7.56
Re

Since the smallest
j
3 is 150, then

1
1 > M >

1 + Rb/ffie 1 + 7.56/150

which justifies our assumption M « 1.

= 0.95
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Select la, considering the A/co term in Eq. (9-32).

(i + = 8 . 56
3 x iQ

- 6

V rJ ic , ic i

0.05

or 7C i
= 0.515 mA. Use Ic = 0.6 mA.

3.

Select IciR e) considering the AVbs term only in Eq. (9-32). Since Vbe
changes —2.5 mV/°C, then = —2.5 X 40 - —100 mV due to the tem-

perature range. Since there is an uncertainty in Vbe at 25°C of ±50 mV, the

total increment is AU^ = —100 — 100 = —200 mV = —0.2 V. Hence

—— = 0.05 or IciRe = 4 V
IciRe

4. Since Ic i
= 0.6 mA, then R c = 4/0.6 = 6.65 K. Also Rb = (Rb/Re)R e =

7.56 X 6.65 = 50 K.

5. To determine the value of the biasing resistors R x and R 2) we must first

find V. From Fig. 9-56 or Eq. (9-5), at 25°C and using an average value of

P = i(150 + 600) - 375,

V — IBRb + Vbe + (Ib + Ic)R e — ——— h 0.65 + 4 = 4.73 V
375

Solving Eqs. (9-4) for R i and R 2 ,
we obtain

R i

R 2

Vcc 20
= ^-^=50X—

3
= 211K

RiV _ 211 X 4.73

Vcc - V
~

20 - 4.73
= 66 K

The value of Rc is selected on the basis of the required small-signal gain and sym-

metric operation of the circuit.

9-6 BIAS COMPENSATION 2

From our discussion so far we see that in biasing a transistor in the active

region we should strive to maintain the operating point stable by keeping Ic

and VCe constant. The techniques normally used to do so may be classified

in two categories: stabilization techniques and compensation techniques. Sta-

bilization techniques refer to the use of resistive biasing circuits (such as

Fig. 9-5) which allow IB to vary so as to keep Ic relatively constant, with

variations in ICo, P, and Vbe. Compensation techniques refer to the use of

temperature-sensitive devices such as diodes, transistors, thermistors, etc.

Two circuits using diode compensation will now be discussed.

Diode Compensation for Vbe A circuit utilizing the self-bias stabiliza-

tion technique and diode compensation is shown in Fig. 9-9. The diode

is kept biased in the forward direction by the source VDD and resistance Rd.
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If the diode is of the same material and type as the transistor, the voltage

V0 across the diode will have the same temperature coefficient (
— 2.5 mV/°C)

as the base-to-emitter voltage Vbe- If we write KVL around the base circuit

of Fig. 9-9, then Eq. (9-21) becomes

ft[V - (Vb* " Vg)] + (Rb + Re)((3 + 1)Ico

Rb + Re ( 1 + ft)

(9-34)

Since Vbe tracks V0 with respect to temperature, it is clear from Eq. (9-34)

that Ic will be insensitive to variations in Vbe- In practice, the compensation

of Vbe as explained above is not exact, but it is sufficiently effective to take

care of a great part of transistor drift due to variations in VBE .

Diode Compensation for ICo We demonstrate in Sec. 9-5 that changes

of Vbe with temperature contribute significantly to changes in collector

current of silicon transistors. On the other hand, for germanium transistors,

changes in ICo with temperature play the more important role in collector-

current stability. The diode compensation circuit shown in Fig. 9-10 offers

stabilization against variations in Ico

,

and is therefore useful for stabilizing

germanium transistors.

If the diode and the transistor are of the same type and material, the

reverse saturation current I0 of the diode will increase with temperature at

the same rate as the transistor collector saturation current ICo- From Fig.

9-10 we have

T _ Vcc ~ Vbe Vcc _
L — q ~ — constant

tt i

Since the diode is reverse-biased by an amount Vbe ~ 0.2 V for germanium
devices, it follows that the current through D is I0 - The base current is

IB = I — I0 - Substituting this expression for IE in Eq. (9-6), we obtain

Ic — 01 — PL + (1 + ft) Ico (9-35)

v

Fig. 9-9 Stabilization by means of self-

bias and diode-compensation techniques.
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Fig. 9-10 Diode compensation for a germanium

transistor.

We see from Eq. (9-35) that if j3 » 1 and if I0 of D and Ico of Q track each
other over the desired temperature range, then Ic remains essentially constant.

9-7 BIASING TECHNIQUES FOR LINEAR INTEGRATED CIRCUITS 3

The self-bias circuit of Fig. 9-5a often requires a capacitor across R e since

otherwise the negative feedback, due to R c ,
reduces the signal gain drastically

(Sec. 8-15). This bypass capacitance is much too large (of the order of micro-

farads, Sec. 12-8) to be fabricated by integrated-circuit technology. Hence
the biasing technique shown in Fig. 9-11 has been developed for monolithic

circuits. In Fig. 9-1 la the transistor Q1 is connected as a diode across the

base-to-emitter junction of Q2 whose collector current is to be temperature-
stabilized. The collector current of Q1 is given by

= —cc

^—

—

— Idi — Ib2 (9-36)

For Vbe <3C Vcc and (Ibi + Im) <3C Ici
t
Eq. (9-36) becomes

Ici ~ Xft- = constant
Jtti

(9-37)

If transistors Q1 and Q2 are identical and have the same Vbe, their collector

currents will be equal. Hence Ic

2

= Ici = constant. Even if the two tran-

sistors are not identical, experiments 3 have shown that this biasing scheme
gives collector-current matching between the biasing and operating transistors

typically better than 5 percent and is stable over a wide temperature range.

The circuit of Fig. 9-1 la is modified as indicated in Fig. 9-115 so that

the transistors are driven by equal base currents rather than the same base

voltage. Since the collector current in the active region varies linearly with

Ib, but exponentially with Vbe ,
improved matching of collector currents

results. The resistors R% and R s are fabricated in an identical manner, so

that R 3 = R 2 . Since the two bases are driven from a common voltage node
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Fig. 9-11 Biasing techniques for linear integrated circuits.

through equal resistances, then IB1 = IB 2 = IB ,
and the collector currents are

well matched for identically constructed transistors.

From Fig. 9-11, the collector current of Ql is given by

Under the assumptions that VBE « Vcc ,
and (2 + R 2/Ri)Ib « VCc/Ri, Eq.

(9-38) becomes

Ici = la
Vac
R 1

If Rc ~ £R i, then VCe = Vcc — IciRc ~ Vcc/2, which means that the

amplifier will be biased at one-half the supply voltage VCc, independent of

the supply voltage as well as temperature, and dependent only on the matching
of components within the integrated circuit. An evaluation of the effects

of mismatch in this circuit on bias stability is given in Ref. 3.

9-8 THERMISTOR AND SENSISTOR COMPENSATION 2

There is a method of transistor compensation which involves the use- of tem-
perature-sensitive resistive elements rather than diodes or transistors. The
thermistor (Sec. 5-2) has a negative temperature coefficient, its resistance

decreasing exponentially with increasing T . The circuit of Fig. 9-12 uses

a thermistor RT to minimize. the increase in collector current due to changes

in Icot Vbe, or with T. As T rises, RT decreases, and the current fed through

Rt into R e increases. Since the voltage drop across R e is in the direction to

reverse-bias the transistor, the temperature sensitivity of Rt acts so as to

tend to compensate the increase in Ic due to T .
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Fig. 9-12 Thermistor compensation of the

increase in I

c

with T.

An alternative configuration using thermistor compensation is to move
Rt from its position in Fig. 9-12 and place it across R 2 . As T increases,

the. drop across Rt decreases, and hence the forward-biasing base voltage is

reduced. This behavior will tend to offset the increase in collector current

with temperature.

Instead of a thermistor, it is possible to use a temperature-sensitive

resistor with a positive temperature coefficient such as a metal, or the sensistor

(Sec. 2-7). In the circuit of Fig. 9-12 (with RT removed), temperature compen-
sation may be obtained by placing a sensistor either in parallel with R l or in

parallel with (or in place of) R e . Why?
In practice it is often necessary to use silicon resistors and carbon resistors

in series or parallel combinations to form the proper shaping network. 4 The
characteristics required to eliminate the temperature effects can be determined
experimentally as follows: A variable resistance is substituted for the shaping

network and is adjusted to maintain constant collector current as the operating

temperature changes. The resistance vs. temperature can then be plotted

to indicate the required characteristics of the shaping network. The problem
now is reduced to that of synthesizing a network with this measured tempera-
ture characteristic by using thermistors or sensistors padded with temperature-

insensitive resistors.

9-9 THERMAL RUNAWAY

The maximum average power PD (inax which a transistor can dissipate depends
upon the transistor construction and may lie in the range from a few milli-

watts to 200 W. This maximum power is limited by the temperature that

the collector-to-base junction can withstand. For silicon transistors this

temperature is in the range 150 to 225°C, and for germanium it is between 60

and 100°C. The junction temperature may rise either because the ambient
temperature rises or because of self-heating. The maximum power dissipation
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is usually specified for the transistor enclosure (case) or ambient temperature
of 25°C. The problem of self-heating, which is mentioned in Sec. 9-2, results

from the power dissipated at the collector junction. As a consequence of

the junction power dissipation, the junction temperature rises, and this in

turn increases the collector current, with a subsequent increase in power
dissipation. If this phenomenon, referred to as thermal runaway

,
continues,

it may result in permanently damaging the transistor.

Thermal Resistance It is found experimentally that the steady-state

temperature rise at the collector junction is proportional to the power dissi-

pated at the junction, or

Tj — Ta = ®Pd (9-39)

where Tj and TA are the junction and ambient temperatures, respectively, in

degrees centigrade, and PD is the power in watts dissipated at the collector

junction. The constant of proportionality © is called the thermal resistance.

Its value depends on the size of the transistor, on convection or radiation to

the surroundings, on forced-air cooling (if used), and on the thermal connection

of the device to a metal chassis or to a heat sink. Typical values for various

transistor designs vary from 0.2°C/W for a high-power transistor with an
efficient heat sink to 1000°C/W for a low-power transistor in free air. The
temperature rate at which power is dissipated under steady-state conditions is

obtained by differentiating Eq. (9-39) with respect to Tjf or

dPd _ 1

~dfj ~ 0 (9-40)

The maximum collector power Pc allowed for safe operation is specified

at 25°C. For ambient temperatures above this value, Pc must be decreased,

and at the extreme temperature at which the transistor may operate, Pc is

reduced to zero. A typical power-temperature derating curve, supplied in a

manufacturer's specification sheet, is indicated in Fig. 9-13. The thermal

Fig. 9-13 Power-temperature de-

rating curve for a germanium

power transistor.
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Fig. 9-14 Concerning transistor

self-heating. The dashed load

line corresponds to a very small

dc resistance.

resistance of this transistor is given by the reciprocal of the slope of the derating

line in Fig. 9-13, or 0 = xft = 0.5°C/W.

Operating-point Considerations The effects of self-heating may be

appreciated by referring to Fig. 9-14, which shows three constant-power

hyperbolas and a dc load line tangent to one of them. It can be shown (Prob.

9-32) that the point of tangency C bisects the load line AB. Consider that

the quiescent point is above the point of tangency, say at Q i. If now the

collector current increases, the result is a lower collector dissipation because

Qi moves along the load line in the direction away from the 300-W toward

the 100-W parabola. The opposite is true if the quiescent point is below the

point of tangency, such as at Q 2 . We can conclude that if VCe is less than

VCc/ 2, the quiescent point lies in a safe region, where an increase in collector

current results in a decreased dissipation. If, on the other hand, the operating

point is located so that VCe > Vcc!2, the self-heating results in even more

collector dissipation, and the effect is cumulative.

It is not always possible to select an operating point which satisfies the

restriction VCb < ?Vcc- For example, if the load RL is transformer-coupled

to the collector, as in Fig. 9-15, then R c represents the small primary dc

resistance, and hence the load line is almost vertical, as indicated by the

dashed line in Fig. 9-14. Clearly, VCe can be less than %VCc only for exces-

sively large collector currents. Hence thermal runaway can easily occur with

a transformer-coupled load or with a power amplifier which has small collector

and emitter resistances. For such circuits it is particularly important to

take precautions to keep the stability factors (discussed in the preceding

sections) so small as to maintain essentially constant collector current.

The Condition for Thermal Stability We now obtain the restrictions to

be met if thermal runaway is to be avoided. The required condition is that

the rate at which heat is released at the collector junction must not exceed
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the rate at which the heat can be dissipated under steady-state conditions.

From Eq. (9-40) it follows that

dPc 1

dTj
<
0 (

9‘41 )

is the condition which must be satisfied to prevent thermal runaway. By suitable

circuit design it is possible to ensure that the transistor cannot run away below
a specified ambient temperature or even under any conditions. Such an
analysis is made in the next section.

9-10 THERMAL STABILITY

Let us refer to Fig. 9-5a and assume that the transistor is biased in the active

region. The power generated at the collector junction with no signal is

Pc = IcVcb ~ IcVce (9-42)

If we assume that the quiescent collector and emitter currents are essentially

equal, Eq. (9-42) becomes

Pc — IcVce — Ic 2 (Re + Rc) (9-43)

Equation (9-41), the condition to avoid thermal runaway, can be rewritten

as follows:

dPc die . 1

die dTj © (9-44)

Since © and dIc/dTj are positive, Eq. (9-44) is always satisfied if dPc/dIc is

negative. From Eq. (9-43)

= Vcc - 2Ic(Re + Rc) (9-45)

Hence, to avoid thermal runaway, it is necessary that

Ic >
Vcc

2(Re + Rc)
(9-46)

Since VCb = Vcc — Ic(Re + Rc)> then Eq. (9-46) implies that VCe < VCc!2,
and this checks with our previous conclusion from Fig. 9-14. If the inequality

of Eq. (9-46) is not satisfied and VCE > VCc!2, then from Eq. (9-45) we see

that dPc/dlc is positive, and the designer must ensure that Eq. (9-44) will

be satisfied, or else thermal runaway will occur.

EXAM P LE Find the value of © required for the Ge transistor of the example on

page 296 in order for the circuit to be thermally stable. Assume Vcc = 30 V and

Rc = 2.0 K and Re = 4.7 K.
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Solution From Eq. (9-45), since 7c = 1.5 mA and Re = 4.7 K,

—- = 30 - (2) (1.5) (4.7 + 2.0) = 9.9 V
ole

From page 297 Ic increases by 0.131 mA over a temperature range of 25 to 75°C.
Hence

die = 0.131 X 10~ 3

dTj
~

75-25
2.62 X 10-6 A/°C

From Eq. (9-44)

9.9 X 2.62 X 10“ 6 < I

or

0 < 3.85 X 104° C.'W

This upper bound on 0 is so high that no transistor would violate it, and there-

fore this circuit will be safe from thermal runaway.

In some practical problems the effect of Ico dominates, and we present

an analysis of the thermal-runaway problem for this case. From Eqs. (9-44)

and (9-30)

In Sec. 5-7 it is noted that the reverse saturation current for either silicon or

germanium increases about 7 percent/°C, or

dlco

dTj
0.071co (9-48)

Substituting Eqs. (9-45) and (9-48) in Eq. (9-47) results in

[Fee - 2Ic(Re + RC)](S) (0.071Co) < g (9-49)

Equation (9-49) remains valid for a p-n-p transistor provided that Ic (and

Ico) are understood to represent the magnitude of the current.

The above equation illustrates that amplifier circuits operated at low cur-

rent and designed with low values of stability factor (S < 10) are rarely

susceptible to thermal runaway. In contrast, power amplifiers operate at

high power levels. In addition, in such circuits, Re is a small resistance for

power efficiency, and this results in a high stability factor S. As a result,

thermal runaway in power stages is a major consideration, and the designer

must guard against it by attaching the collector to a heat sink.
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Fig. 9-15 Power amplifier with a trans-

former-coupled load.

EXAMPLE Figure 9-15 shows a power amplifier using a p-n-p germanium
transistor with /3 = 100 and ho — —5 mA. The quiescent collector current

isle = — 1 A. Find (a) the value of resistor Rb ; (b) the largest value of 0 that can
result in a thermally stable circuit. Assume that the effect of ICo dominates.

Solution a . The collector current is given by Eq. (9-6), or

and

Ic = PId + (1 + j
S)Ico ~

j6(Ib ho)

1b — ~ 1 - 5 X 10~ 3 X 100

100
A = — 5 mA

If we neglect Vbe, we have

5 X 10“% = 40-5 or Rb = 7,000 9

b. Since \Vce\ = 40— 15 = 25 > -$\Vcc\ = 20 V, the circuit of Fig. 9-15

is not inherently stable. The stability factor S is obtained from Eq. (9-13).

fl- 101
1 + 7

-
000 ' 5 = 94.3

101 + 7,000/5

Substituting in Eq. (9-49), we obtain

(40 - 2 X 1 X 15) (94.3) (0.07 X 5 X 10“=) < ^
or

0 < 3.03°C/W
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REVIEW QUESTIONS

9-1 What ratings limit the range of operation of a transistor?

9-2 Why is capacitive coupling used to connect a signal source to an amplifier?

9-3 For a capacitively coupled load, is the dc load larger or smaller than the ac
load? Explain.

9-4 (a) Draw a fixed-bias circuit, (b) Explain why the circuit is unsatisfactory
if the transistor is replaced by another of the same type,

9-5 Discuss thermal instability .

9-6 (a) Draw a self-bias circuit. (6) Explain qualitatively why such a circuit

is an improvement on the fixed-bias circuit, as far as stability is concerned.
9-7 (a) How is the load line drawn for a self-bias circuit? Justify your answer.

(&) Define bias curve, (c) Explain how the bias curve is used to obtain the quiescent
point for this circuit.

9-8 (a) List the three sources of instability of collector current. (6) Define the
three stability factors.

9-9 How does the designer minimize the percentage variations in Ic (a) due to

variations in ICo and Vbe and (b) due to variations in jS?

9-10 Over what temperature range can a transistor be used if it is (a) silicon and
(b) germanium?

9-1 1 The collector-current variation is usually greater due to which parameter
change (I Co or Vbe) for (a) silicon and (b) germanium?

9-12 Define (a) stabilization techniques and (b) compensation techniques

.

9-13 Draw a circuit which uses a diode to compensate for changes (a) in V be
and (6) in ICo-

9-14 (a) Draw a properly biased integrated-circuit linear amplifier. (b ) How
are the parameter values chosen so that the quiescent output voltage is ~£Vcc?

9-15 Draw a circuit employing (a) thermistor compensation and (b) sensitor

compensation.

9-16 Discuss thermal runaway.
9-1 7 Define thermal resistance. Give its dimensions and order of magnitude for a

transistor.

9-18 (a) Draw a derating curve for a power transistor, (b) How is the thermal
resistance obtained from this plot?

9-19 Show graphically that thermal runaway cannot take place if the quiescent
point is located at VCe < iVcc-

9-20 What is the condition for thermal stability? Explain.



)/lFIELD-EFFECT

/ TRANSISTORS

The field-effect transistor 1
is a semiconductor device which depends

for its operation on the control of current by an electric field. There
are two types of field-effect transistors, the junction field-effect transis-

tor (abbreviated JFET, or simply FET) and the insulated-gate field-

effect transistor (IGFET), more commonly called the metal-oxide-semi-

conductor (MOS) transistor (MOST, or MOSFET).
The principles on which these devices operate, as well as the

differences in their characteristics, are examined in this chapter.

Representative circuits making use of FET transistors are also

presented.

The field-effect transistor differs from the bipolar junction tran-

sistor in the following important characteristics:

1. Its operation depends upon the flow of majority carriers only.

It is therefore a unipolar (one type of carrier) device.

2. It is simpler to fabricate and occupies less space in integrated

form.

3. It exhibits a high input resistance, typically many megohms.
4. It is less noisy than a bipolar transistor.

5. It exhibits no offset voltage at zero drain current, and hence

makes an excellent signal chopper. 2

The main disadvantage of the FET is its relatively small gain-

bandwidth product in comparison with that which can be obtained with

a conventional transistor. The principal applications of MOSFETs
are as LSI digital arrays.

310
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10-1 THE JUNCTION FIELD-EFFECT TRANSISTOR

The structure of an n-channel field-effect transistor is shown in Fig. 10-1.

Ohmic contacts are made to the two ends of a semiconductor bar of 7i-type

material (if p-type silicon is used, the device is referred to as a p-channel FET).
Current is caused to flow along the length of the bar because of the voltage
supply connected between the ends. This current .consists of majority carriers,

which in this case are electrons. A simple side view of a JFET is indicated in
Fig. 10-la and a more detailed sketch is shown in Fig. 10-16. The circuit

symbol with current and voltage polarities marked is given in Fig. 10-2. The
following FET notation is standard.

Source The souTce S is the terminal through which the majority carriers
enter the bar. Conventional current entering the bar at S is designated by Is .

Drain The drain D is the terminal through which the majority carriers
leave the bar. Conventional current entering the bar at D is designated by ID .

The drain-to-source voltage is called VDS ,
and is positive if D is more positive

than S. In Fig. 10-1, = Vdd ~ drain supply voltage.

Gate On both sides of the n-type bar of Fig. 10-1, heavily doped (p+)
regions of acceptor impurities have been formed by alloying, by diffusion, or

Fig. 10-1 The basic structure of an n-channel field-effect transistor, (a) Sim-

plified view, (b) More detailed drawing. The normal polarities of the drain-

to-source (Vdd) and gate-to-source (VGq) supply voltages are shown. In a

p-channel FET the voltages would be reversed.
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by any other procedure available for creating p-n junctions. These impu-
rity regions are called the gate G. Between the gate and source a voltage

Vos — — VQQ is applied in the direction to reverse-bias the p-n junction.

Conventional current entering the bar at G is designated IG .

Channel The region in Fig. 10-1 of n-type material between the two
gate regions is the channel through which the majority carriers move from
source to drain.

FET Operation It is necessary to recall that on the two sides of the
reverse-biased p-n junction (the transition region) there are space-charge
regions (Sec. 3-7). The current carriers have diffused across the junction,

leaving only uncovered positive ions on the n side and negative ions on the

V side. The electric lines of field intensity which now originate on the positive

ions and terminate on the negative ions are precisely the source of the voltage
drop across the junction. As the reverse bias across the junction increases, so

also does the thickness of the region of immobile uncovered charges. The con-
ductivity of this region is nominally zero because of the unavailability of cur-

rent carriers. Hence we see that the effective width of the channel in Fig. 10-1

will become progressively decreased with increasing reverse bias. Accordingly,
for a fixed drain-to-source voltage, the drain current will be a function of the
reverse-biasing voltage across the gate junction. The term field effect is used
to describe this device because the mechanism of current control is the effect

of the extension, with increasing reverse bias, of the field associated with the
region of uncovered charges.

FET Static Characteristics The circuit, symbol, and polarity conventions
for an FET are indicated in Fig. 10-2. The direction of the arrow at the gate
of the junction FET in Fig. 10-2 indicates the direction in which gate current
would flow if the gate junction were forward-biased. The common-source
drain characteristics for a typical n-channel FET shown in Fig. 10-3 give ID
against VDS) with VGS as a parameter. To see qualitatively why the charac-

teristics have the form shown, consider, say, the case for which Vgs = 0. For
Id = 0, the channel between the gate junctions is entirely open. In response

Fig. 10-2 Circuit symbol for an

Ti-channel FET. (For a p-channel FET

the arrow at the gate junction points

in the opposite direction.) For an

^-channel FET, ID and Vns are posi-

tive and Vos is negative. For a

p-channel FET, ID and Vns are nega-

tive and Vgs is positive.
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Fig. 10-3 Common-

source drain charac-

teristics of an n-chan-

nel field-effect tran-

sistor.

Drain-source voltage VDS , V

to a small applied voltage VDS >
the n-type bar acts as a simple semiconductor

resistor, and the current ID increases linearly with Vj>s - With increasing cur-

rent, the ohmic voltage drop between the source and the channel region reverse-

biases the junction, and the conducting portion of the channel begins to con-

strict. Because of the ohmic drop along the length of the channel itself, the

constriction is not uniform, but is more pronounced at distances farther from
the source, as indicated in Fig. 10-1. Eventually, a voltage VDS is reached

at which the channel is “pinched off.” This is the voltage, not too sharply

defined in Fig. 10-3, where the current ID begins to level off and approach a

constant value. It is, of course, in principle not possible for the channel to

close completely and thereby reduce the current ID to zero. For if such,

indeed, could be the case, the ohmic drop required to provide the necessary

back bias would itself be lacking. Note that each characteristic curve has an

ohmic region for small values of where ID is proportional to VDS . Each
also has a constant-current region for large values of VDSj where ID responds

very slightly to VDS -

If now a gate voltage VGs is applied in the direction to provide additional

reverse bias, pinch-off will occur for smaller values of \VDS \,
and the maxi-

mum drain current will be smaller. This feature is brought out in Fig. 10-3.

Note that a plot for a silicon FET is given even for Vos = +0.5 V, which is in

the direction of forward bias. We note from Table 5-1 that, actually, the

gate current will be very small, because at this gate voltage the Si junction is

barely at the cutin voltage F7 .

The maximum voltage that can be applied between any two terminals of

the FET is the lowest voltage that will cause avalanche breakdown (Sec. 3-11)

across the gate junction. From Fig. 10-3 it is seen that avalanche occurs at

a lower value of \VDS
\

when the gate is reverse-biased than for Vgs = 0, This
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Channel

Fig. 10-4 Single-ended-geometry

junction FET.

is caused by the fact that the reverse-bias gate voltage adds to the drain volt-

age, and hence increases the effective voltage across the gate junction.

We note from Fig. 10-2 that the n-channel FET requires zero or negative

gate bias and positive drain voltage. The p-channel FET requires opposite

voltage polarities. Either end of the channel may be used as a source. We
can remember supply polarities by using the channel type, p or n

,
to designate

the polarity of the source side of the drain supply.

A Practical FET Structure The structure shown in Fig. 10-1 is not prac-

tical because of the difficulties involved in diffusing impurities into both sides

of a semiconductor wafer. Figure 10-4 shows a single-ended-geometry junc-

tion FET where diffusion is from one side only. The substrate is of p-type
material onto which an n-type channel is epitaxially grown (Sec. 7-3). A
p-type gate is then diffused into the n-type channel. The substrate which
may function as a second gate is of relatively low resistivity material. The
diffused gate is also of very low resistivity material, allowing the depletion

region to spread mostly into the n-type channel.

10-2 THE PINCH-OFF VOLTAGE FP

We derive an expression for the gate reverse voltage VP that removes all the

free charge from the channel using the physical model described in the pre-

ceding section. This analysis was first made by Shockley, 1 using the structure

of Fig. 10-1. In this device a slab of n-type semiconductor is sandwiched
between two layers of p-type material, forming two p-n junctions.

Assume that the p-type region is doped with NA acceptors per cubic meter,

that the n-type region is doped with ND donors per cubic meter, and that the

junction formed is abrupt. The assumption of an abrupt junction is the same
as that made in Sec. 3-7 and Fig. 3-10, and is chosen for simplicity. More-
over, if Na » ND} we see from Eq. (3-17) that Wp « Wn} and using Eq. (3-21),

we have, for the space-charge width, Wn (x) = W(x) at a distance x along the

channel in Fig. 10-1:

W(x) = a - b(x) = V(x)]
*

(10- 1 )
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where e = dielectric constant of channel material

q
— magnitude of electronic charge

V0 — junction contact potential at x (Fig. 3-1d)

V{x) = applied potential across space-charge region at x and is a negative

number for an applied reverse bias

a — b(x) = penetration W(x) of depletion region into channel at a point x

along channel (Fig. 10-1)

If the drain current is zero, b(x) and V(x) are independent of x and
b(x) = b . If in Eq. (10-1) we substitute b(x) = 6 = 0 and solve for V

,
on the

assumption that \VQ
\
« |F|, we obtain the pinch-off voltage VP ,

the diode

reverse voltage that removes all the free charge from the channel. Hence

1^1 = q
4? a*

(10-2)

If we substitute VGS for VQ — V(x) in Eq. (10-1), we obtain, using Eq. (10-2),

vaa = (i - Vp (10-3)

The voltage VGS in Eq. (10-3) represents the reverse bias across the gate

junction and is independent of distance along the channel if ID = 0.

EXAMPLE For an 7i-channel silicon FET with a = 3 X 10~ 4 cm and ND = 10 15

electrons/cm 3
,
find (a) the pinch-off voltage and (6) the channel half-width for

Vos — "tV

p

and Id ~
0.

Solution a. The relative dielectric constant of silicon is given in Table 2-1 as

12, and hence e = 12e 0 . Using the values of q and e0 from Appendix A, we
have, from Eq. (10-2), expressed in mks units,

T _ 1.60 X 10~19 X 10 21 X (3 X 10~ 6
)
2

_ 0 Tr
V p = = 0.8 V

2 X 12 X (36jt X 10 s)- 1

6. Solving Eq. (10-3) for b, we obtain for Vos = iVp

b = a
|\ —

j

= (3 X 10"*)[1 - (i)*| = 0.87 X lO"4 cm

Hence the channel width has been reduced to about one-third its value for Vgs = 0.

10-3 THE JFET VOLT-AMPERE CHARACTERISTICS

Assume, first, that a small voltage VDs is applied between drain and source.

The resulting small drain current ID will then have no appreciable effect on
the channel profile. Under these conditions we may consider the effective

channel cross section A to be constant throughout its length. Hence A = 2bw,
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where 2b is the channel width corresponding to zero drain current as given by
Eq. (10-3) for a specified Vgs, and w is the channel dimension perpendicular

to the 6 'direction, as indicated in Fig. 10-1.

Since no current flows in the depletion region, then, using Ohm's law
[Eq. (2-7)], we obtain for the drain current

Id = AqNDiinZ = 2bivqND /J>n —^ (10-4)

where L is the length of the channel.

Substituting b from Eq. (10-3) in Eq. (10-4), we have

ao-6)

The on Resistance i'd,on Equation (10-5) describes the volt-ampere
characteristics of Fig. 10-3 for very small VDs, and it suggests that under these

conditions the FET behaves like an ohmic resistance whose value is deter-

mined by VGs . The ratio Vds/Id at the origin is called the on drain resis-

tance rd ,
on- For a JFET we obtain from Eq. (10-5), with VGs = 0,

r*0N =
2aivqNmn t10*6)

For the device values given in the illustrative example in this section and
with h'w = 1, we find that ^.on = 3.3 K. For the dimensions and concen-
tration used in commercially available FETs and MOSFETs (Sec. 10-5),

values of rdl0N ranging from about 100 Q to 100 K are measured. This param-
eter is important in switching applications where the FET is driven heavily on.
The bipolar transistor has the advantage over the field-effect device in that

Res is usually only a few ohms, and hence is much smaller than rdt0n. How-
ever, a bipolar transistor has the disadvantage for chopper applications 2 of

possessing an offset voltage (Sec. 5-12), whereas the FET characteristics pass
through the origin, ID = 0 and VDs = 0.

The Pinch-off Region We now consider the situation where an electric

field 8>x appears, along the x axis. If a substantial drain current ID flows, the

drain end of the gate is more reverse-biased than the source end, and hence
the boundaries of the depletion region are not parallel to the longitudinal axis

of the channel, but converge as shown in Fig. 10-1. If the convergence of the

depletion region is gradual, the previous one-dimensional analysis is valid 1 in a
thin slice of the channel of thickness Ax and at a distance x from the source.

Subject to this condition of the “gradual” channel, the current may be written

by inspection of Fig. 10-1 as

ID = 2b(x)wqNDVn&x (10-7)

As Vds increases, £>x and ID increase, whereas b(x) decreases because the

channel narrows, and hence the current density J = ID/2b(x)w increases. We
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now see that complete pinch-off (b = 0) cannot take place because, if it did,

J would become infinite, which is a physically impossible condition. If J
were to increase without limit, then, from Eq. (10-7), so also would £*, provided
that /in remains constant. It is found experimentally, 3 - 4 however, that the
mobility is a function of electric field intensity and remains constant only
for £ x < 10 3 V/cm in rc-type silicon. For moderate fields, 10 3 to 10 4 V'cm,
the mobility is approximately inversely proportional to the square root of the
applied field. For still higher fields, such as are encountered at pinch-off,

/in is inversely proportional to £*. In this region the drift velocity of the
electrons (vx = /!„£*) remains constant, and Ohm's law is no longer valid.

From Eq. (10-7) we now see that both ID and b remain constant, thus explain-

ing the constant-current portion of the V-I characteristic of Fig. 10-3.

What happens 4
if VDS is increased beyond pinch-off, with VGs held

constant? As explained above, the minimum channel width &min = 8 has a
small nonzero constant value. This minimum width occurs at the drain end
of the bar. As Vds is increased, this increment in potential causes an increase

in £* in an adjacent channel section toward the source. Referring to Fig. 10-5,

the velocity-limited region U increases with Vds, whereas 8 remains at a fixed

value.

The Region before Pinch-off We have verified that the FET behaves as

an ohmic resistance for small Vds and as a constant-current device for large

Vds. An analysis giving the shape of the volt-ampere characteristic between
these two extremes is complicated. It has already been mentioned that in

this region the mobility is at first independent of electric field and then /i

varies with 8>x
~* for larger values of £* (before pinch-off). Taking this rela-

tionship into account, it is possible 3-5 to obtain an expression for ID as a

Vgg

Fig. 10-5 After pinch-off, as Vns is increased, then L'

increases but 8 and 1 D remain essentially constant. (Gi

and G 2 are tied together.)
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function of VDS and VGs which agrees quite well with experimentally deter-

mined curves.

The Transfer Characteristic In amplifier applications the FET is almost
always used in the region beyond pinch-off (also called the constant-current

,

pentode
,
or current-saturation region). Let the saturation drain current be

designated by IDS ,
and its value with the gate shorted to the source (FGS == 0)

by Idss> Tt has been found 6 that the transfer characteristic, giving the rela-

tionship between Ids and Vos, can be approximated by the parabola

Ids = Idss ^1 —
(10-8 )

This simple parabolic approximation gives an excellent fit, with the experi-

mentally determined transfer characteristics for FETs made by the diffusion

process.

Cutoff Consider an FET operating at a fixed value of VDS in the constant-
current region. As Vos is increased in the direction to reverse-bias the gate
junction, the conducting channel will narrow. When VGs = VP ,

the channel
width is reduced to zero, and from Eq. (10-8), IDS = 0. With a physical

device some leakage current Id ,off still flows even under the cutoff condition

\Vos\ > \Vp\. A manufacturer usually specifies a maximum value of Id.off
at a given value of Fos and Vds- Typically, a value of a few nanoamperes
may be expected for Id .off for a silicon FET.

The gate reverse current
,
also called the gate cutoff current

,
designated by

loss
,
gives the gate-to-source current, with the drain shorted to the source

for
|

Fas
|
> \VP \. Typically, IGSs is of the order of a few nanoamperes for a

silicon device.

10-4 THE FET SMALL-SIGNAL MODEL

The linear small-signal equivalent circuit for the FET can be obtained in. a
manner analogous to that used to derive the corresponding model for a tran-

sistor. We employ the same notation in labeling time-varying and dc currents

and voltages as used in Secs. 8-1 and 8-2 for the transistor. We can formally

express the drain current iD as a function / of the gate voltage vGs and drain

voltage vDs by

I'D = f(vGS, Vds) (10-9)

The Transconductance gm and Drain Resistance rd If both the gate and
drain voltages are varied, the change in drain current is given approximately
by the first two terms in the Taylor's series expansion of Eq. (10-9), or

Ain = din

dvas L AVGS +£ v AvDs
Vos

(10-10)
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In the small-signal notation of Sec. 8-1, AiD = id} AvGS = v03 ,
and AvDS = vd8)

so that Eq. (10-10) becomes

,

1
I'd 9mVgs + Vds

Td

where

dtD
I ^ Ain

I _ id
|

dVGS I
VD3 AVgs \

vds V
0 3

iVds

(10-11 )

(10-12)

is the mutual conductance, or transconductance. It is also often designated

by Ufa or gft and called the (common-source) forward transadmittance. The
second parameter rd in Eq. (10-11) is the drain (or output) resistance

,
and is

defined by

dVDS ~ AVds __ Vds

diD V'OS A2*0 Vos id Vos
(10-13)

The reciprocal of rd is the drain conductance gd . It is also designated by y08

and gog and called the (common-source) output conductance.

An amplification factor n for an FET may be defined by

dVios 1
Avds _ Vfo

dVGS ;Id Avqs Id V0s 1

We can verify that n, rd) and gm are related by

(10-14)

M = Tdffm (10-15)

by setting id = 0 in Eq. (10-11).

An expression for gm is obtained by applying the definition of Eq. (10-12)

to Eq. (10-8). The result is

Qm “ (IdssIds)
4 (10-16)

where g™ is the value of gm for VGs = 0, and is given by

Qmo
— 2Idss

VP
(10-17)

Since Idss and VP are of opposite sign, gmo is always positive. Note that the

transconductance varies as the square root of the drain current. The relation-

ship connecting gm0) Idss

,

and VP has been verified experimentally. 7 Since

gm0 can be measured and loss can be read on a dc milliammeter placed in the

drain lead (with zero gate excitation), Eq. (10-17) gives a method for obtain-

ing VP .

The dependence of gm upon Vgs is indicated in Fig. 10-6 for the 2N3277
FET (with VP « 4.5 V) and the 2N3278 FET (with VP « 7 V). The linear

relationship predicted by Eq. (10-16) is seen to be only approximately valid.
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Gate voltage VGS ,
V

Fig. 10-6 Transconductance gm versus

gate voltage for types 2N3277 and

2N3278 FETs. (Courtesy of Fairchild

Semiconductor Company.)

Temperature Dependence Curves of gm and rd versus temperature are

given in Fig. 10-7. The drain current Ids has the same temperature variation

as does gm . The principal reason for the negative temperature coefficient of

IDS is that the mobility decreases with increasing temperature. 8 Since this

majority-carrier current decreases with temperature (unlike the bipolar tran-

sistor whose minority-carrier current increases with temperature), the trouble-

some phenomenon of thermal runaway (Sec. 9-9) is not encountered with
field-effect transistors.

The FET Model A circuit which satisfies Eq. (10-11) is indicated in

Fig. 10-8a. This low-frequency small-signal model has a Norton's output cir-

cuit with a dependent current generator whose current is proportional to the

gate-to-source voltage. The proportionality factor is the transconductance

gm ,
which is consistent with the definition of gm in Eq. (10-12). The output

resistance is rd ,
which is consistent with the definition in Eq. (10-13). The

input resistance between gate and source is infinite, since it is assumed that

Fig. 10-7 Normalized gm and nor-

malized rd versus TA (for the 2N3277

and the 2N3278 FETs with Vds ~ — 10 V,

Vgs = 0 V, and f = 1 kHz). (Courtesy

of Fairchild Semiconductor Company.)
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l
d Drain D ugd

(n)

Fig. 10-8 (a) The low-frequency small-signal FET model, (b) The high-frequency

model, taking node capacitors into account.

the reverse-biased gate takes no current. For the same reason the resistance

between gate and drain is assumed to be infinite.

The FET model of Fig. 10-8a should be compared with the 6-parameter
model of the bipolar junction transistor of Fig. 8-6. The latter also has a

Norton's output circuit, but the current generated depends upon the input

current
,
whereas in the FET model the generator current depends upon the

input voltage . Note that there is no feedback at low frequencies from output
to input in the FET, whereas such feedback exists in the bipolar transistor

through the parameter hTe . Finally, observe that the high (almost infinite)

input resistance of the FET is replaced by an input resistance of about 1 K
for a CE amplifier. In summary, the field-effect transistor is a much more
ideal amplifier than the conventional transistor at low frequencies. Unfortu-
nately, this is not true beyond the audio range, as we now indicate.

The high-frequency model given in Fig. 10-86 is identical with Fig. 10-8a

except that the capacitances between pairs of nodes have been added. The
capacitor Cgs represents the barrier capacitance between gate and source, and
Cgd is the barrier capacitance between gate and drain. The element Cds

represents the drain-to-source capacitance of the channel. Because of these

internal capacitances, feedback exists between the input and output circuits,

and the voltage amplification drops rapidly as the frequency is increased

(Sec. 10-11). The order of magnitudes of the parameters in the model for a
diffused-junction FET is given in Table 10-1.

TABLE 70-7 Range of parameter values for an FET

Parameter JFET MOSFETf

Qm 0.1-10 mA/V 0 . 1-20 mA/V or more
Td 0.1-1 M 1-50 K
Ods 0.1-1 pF 0.1-1 pF

Cgg f
Cgd 1-10 pF 1-10 pF

raa >10 8
fi >10 10

fl

rgd >10 8
fi >10 14

f Discussed in Sec. 10-5.
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10-5 THE METAL-OXIDE-SEMICONDUCTOR FET (MOSFET)

In preceding sections we developed the volt-ampere characteristics and small-

signal properties of the junction field-effect transistor. We now turn our
attention to the insulated-gate FET, or metal-oxide-semiconductor FET, 9

which is of much greater commercial importance than the junction FET.
The p-channel MOSFET consists of a lightly doped n.-type substrate

into which two highly doped p+ regions are diffused, as shown in Fig. 10-9.

These y+ sections, which will act as the source and drain, are separated by
about 10 to 20 jumu A thin (1,000 to 2,000 A) layer of insulating silicon

dioxide (Si0 2) is grown over the surface of the structure, and holes are cut
into the oxide layer, allowing contact with the source and drain. Then the
gate-metal area is overlaid on the oxide, covering the entire channel region.

Simultaneously, metal contacts are made to the drain and source, as shown in

Fig. 10-9. The contact to the metal over the channel area is the gate terminal.

The chip area of a MOSFET is 5 square mils or less, which is only about
5 percent of that required by a bipolar junction transistor.

The metal area of the gate, in conjunction with the insulating dielectric

oxide layer and the semiconductor channel, form a parallel-plate capacitor.

The insulating layer of silicon dioxide is the reason why this device is called

the insulated-gate field-effect transistor. This layer results in an extremely
high input resistance (10 10 to 10 15

Q) for the MOSFET. The p-channel
enhancement MOSFET is the most commonly available field-effect device

(1972), and its characteristics will now be described.

The Enhancement MOSFET If we ground the substrate for the structure

of Fig. 10-9 and apply a negative voltage at the gate, an electric field will be
directed perpendicularly through the oxide. This field will end on “induced”
positive charges on the semiconductor site, as shown in Fig. 10-9. The posi-

tive charges, which are minority carriers in the n-type substrate, form an
“inversion layer.” As the magnitude of the negative voltage on the gate
increases, the induced positive charge in the semiconductor increases. The
region beneath the oxide now has p-type carriers, the conductivity increases,

and current flows from source to drain through the induced channel. Thus

Source Gate(-) Drain

Fig. 10-9 Enhancement in a

p-channel MOSFET. (Courtesy of

Motorola Semiconductor Products,

Inc.)

n(substrate)
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Fig. 10-10 (a) The drain characteristics and (b) the transfer curve (for Vns =

10 V) of a p-channel enhancement-type MOSFET.

the drain current is “enhanced” by the negative gate voltage, and such a
device is called an enhancement-type MOS.

Threshold Voltage The volt-ampere drain characteristics of a p-channel
enhancement-mode MOSFET are given in Fig. 10-lOa, and its transfer curve
in Fig. 10-106. The current loss at VGs > 0 is very small, of the order of a
few nanoamperes. As Vgs is made negative, the current \Id\ increases slowly

at first, and then much more rapidly with an increase in
\

VGs\. The manu-
facturer often indicates the gate-source threshold voltage Vgst

}
or VT} t at

which
|

Id
|

reaches some defined small value, say 10 juA. A current ID ,on
corresponding approximately to the maximum value given on the drain char-

acteristics, and the value of Vgs needed to obtain this current are also usually

given on the manufacturer's specification sheets.

The value of VT for the p-channel standard MOSFET is typically —4 V,

and it is common to use a power-supply voltage of — 12 V for the drain supply.

This large voltage is incompatible with the power-supply voltage of typically

5 V used in bipolar integrated circuits. Thus various manufacturing tech-

niques 10 have been developed to reduce VT . In general, a low threshold

voltage allows (1) the use of a small power-supply voltage, (2) compatible

operation with bipolar devices, and (3) smaller switching time due to the

smaller voltage swing during switching.

Three methods are used to lower the magnitude of VT .

1. The high-threshold MOSFET described above uses a silicon crystal

with (111) orientation. If a crystal is utilized in the (100) direction it is found
that a value of VT results which is about one-half that obtained with (111)

orientation.

2. The silicon nitride approach makes use of a layer of Si 3N 4 and Si0 2 ,

t In this chapter the threshold voltage should not be confused with the volt equivalent

of temperature VT of Sec. 2-9.
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whose dielectric constant is about twice that of Si0 2 alone. A FET con-

structed in this manner (designated an MNOS device) decreases VT to

approximately 2 V.

3. Polycrystalline silicon doped with boron is used as the gate electrode

instead of aluminum. This reduction in the difference in contact potentials

between the gate electrode and the gate dielectric reduces VT - Such devices

are called silicon gate MOS transistors. All three of the fabrication methods

described above result in a low-threshold device with VT in the range 1.5 to

2.5 V, whereas the standard high-threshold MOS has a VT of approximately

4 to 6 V.

Power Supply Requirements Table 10-2 gives the voltages customarily

used with high-threshold and low-threshold p-channel MOSFETs. Note that

Vss refers to the substrate, VDd to the drain, and V0g to the gate supply

voltages. The subscript 1 denotes that the source is grounded and the sub-

script 2 designates that the drain is at ground potential.

The low-threshold MOS circuits require lower power supply voltages and

this means less expensive system power supplies. In addition, the input volt-

age swing for turning the device on and off is smaller for the lower-threshold

voltage, and this means faster operation. Another very desirable feature of

low-threshold MOS circuits is that they are directly compatible with bipolar

ICs. They require and produce essentially the same input and output signal

swings and the system designer has the flexibility of using MOS and bipolar

circuits in the same system.

TABLE 70-2 Power supply voltages for p-channel MOSFETs, in

volts

Fssi vDDl Vaai VSS2 VDD2 VgG2

High-threshold 0 -12 -24 + 12 0 -12
Low-threshold 0 -5 -17 +5 0 -12

Ion Implantation 10 The ion-implantation technique demonstrated in

Fig. 10-11 provides very precise control of doping. Ions of the proper dopant

such as phosphorus or boron are accelerated to a high energy of up to 300,000 eV
and are used to bombard the silicon wafer target. The energy of the ions

determines the depth of penetration into the target. In those areas where

ion implantation is not desired, an aluminum mask or a thick (12,000 A)

oxide layer absorbs the ion. Virtually any value of VT can be obtained using

ion implantation. In addition, we see from Fig. 10-11 that there is no overlap

between the gate and drain or gate and source electrodes (compare Fig. 10-11

with Fig. 10-9). Consequently, due to ion implantation, there is a drastic

reduction in CQd and CQ3 .
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S
Boron ions

G D

Fig. 10-11 Ion implantation in

MOS devices. ::i
A Implanted ions *

n (substrate)

The Depletion MOSFET A second type of MOSFET can be made if, to
the basic structure of Fig. 10-9, a channel is diffused between the source and
the drain, with the same type of impurity as used for the source and drain
diffusion. Let us now consider such an n-channel structure, shown in Fig.

10-12a. With this device an appreciable drain current IDSs flows for zero
gate-to-source voltage Vgs — 0. If the gate voltage is made negative, positive
charges are induced in the channel through the Si0 2 of the gate capacitor.
Since the current in an FET is due to majority carriers (electrons for an n-type
material), the induced positive charges make the channel less conductive, and
the drain current drops as VGs is made more negative. The redistribution of
charge in the channel causes an effective depletion of majority carriers, which
accounts for the designation depletion MOSFET. Note in Fig. 10-126 that,

because of the voltage drop due to the drain current, the channel region nearest
the drain is more depleted than is the volume near the source. This phenome-
non is analogous to that of pinch-off occurring in a JFET at the drain end of

the channel (Fig. 10-1). As a matter of fact, the volt-ampere characteristics

of the depletion-mode MOS and the JFET are quite similar.

A MOSFET of the depletion type just described may also be operated

(a) (b)

Fig. 10-12 (a) An n-channel depletion-type MOSFET. (b) Channel depletion

with the application of a negative gate voltage. (Courtesy of Motorola Semi-

conductor Products, Inc.)
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Fig. 10-13 (a) The drain characteristics and (b) the transfer curve (for VD s =

10 V) for an n-channel MOSFET which may be used in either the enhancement or

the depletion mode.

in an enhancement mode. It is only necessary to apply a positive gate voltage

so that negative charges are induced into the n-type channel. In this manner
the conductivity of the channel increases and the current rises above Idss-

The volt-ampere characteristics of this device are indicated in Fig. 10-13a,

and the transfer curve is given in Fig. 10-136. The depletion and enhance-

ment regions, corresponding to VGs negative and positive, respectively, should

be noted. The manufacturer sometimes indicates the gate-source cutoff voltage

Vos, OFF; at which ID is reduced to some specified negligible value at a recom-

mended VDS - This gate voltage corresponds to the pinch-off voltage VP of a

JFET.
The foregoing discussion is applicable in principle also to the p-channel

MOSFET. For such a device the signs of all currents and voltages in the

volt-ampere characteristics of Fig. 10-13 must be reversed.

Comparison of p- with n-Channel FETs The p-channel enhancement

FET, shown in Fig. 10-9, is very popular in MOS systems because it is much
easier to produce than the n-channel device. Most of the contaminants in

MOS fabrication are mobile ions which are positively charged and are trapped

in the oxide layer between gate and substrate. In an n-channel enhance-

ment device the gate is normally positive with respect to the substrate and,

hence, the positively charged contaminants collect along the interface between

the Si0 2 and the silicon substrate. The positive charge from this layer of ions

attracts free electrons in the channel which tends to make the transistor turn

on prematurely. In p-channel devices the positive contaminant ions are

pulled to the opposite side of the oxide layer (to the aluminum-Si0 2 inter-

face) by the negative gate voltage and there they cannot affect the channel.

The hole mobility in silicon and at normal field intensities is approxi-

mately 500 cm 2/V-s. On the other hand, electron mobility is about 1,300

cm 2/V-s. Thus the p-channel device will have more than twice the on resis-
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tance of an equivalent w-channel of the same geometry and under the same
operating conditions. In other words, the 73-channel device must have more
than twice the area of the w-channel device to achieve the same resistance.
Therefore w-channel MOS circuits can be smaller for the same complexity
than p-channel devices. The higher packing density of the w-channel MOS
also makes it faster in switching applications due to the smaller junction areas.
The operating speed is limited primarily by the internal RC time constants,
and the capacitance is directly proportional to the junction cross sections.
For all the above reasons it is clear that w-channel MOS circuits are more
desirable than 73-channel circuits. However, the more extensive process con-
trol needed for w-channel fabrication makes them expensive and unable to
compete economically with 73-channel devices at this time (1972).

MOSFET Gate Protection Since the Si0 2 layer of the gate is extremely
thin, it may easily be damaged by excessive voltage. An accumulation of
charge on an open-circuited gate may result in a large enough field to punch
through the dielectric. To prevent this damage some MOS devices are fabri-
cated with a Zener diode between gate and substrate. In normal operation
this diode is open and has no effect upon the circuit. However, if the voltage
at the gate becomes excessive, then the diode breaks down and the gate
potential is limited to a maximum value equal to the Zener voltage.

Circuit Symbols It is possible to bring out the connection to the sub-
strate externally so as to have a tetrode device. Most MOSFETs, however,
are triodes, with the substrate internally connected to the source. The circuit
symbols used by several manufacturers are indicated in Fig. 10-14. Often
the substrate lead is omitted from the symbol as in (a), and is then under-

Drain

(a) (6)

D

G

i
S

(c)

Fig. 10-14 Three circuit symbols for a p-channel MOSFET.
(a) and (b) can be either depletion or enhancement types,

whereas (c) represents specifically an enhancement device.

In (a) the substrate is understood to be connected inter-

nally to the source. For an n-channel MOSFET the direc-

tion of the arrow is reversed.
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A Y

V, V„

-VDD 0

0 -VDD

Y= A

(b)

Fig. 10-15 (a) MOS inverter (not circuit), (b) The voltage truth

table and Boolean expression.

stood to be connected to the source internally. For the enhancement-type

MOSFET of Fig. 10-14c, G 2 is shown to be internally connected to S.

Small-signal MOSFET Circuit Model 11 If the small resistances of the

source and drain regions are neglected, the small-signal equivalent circuit of

the MOSFET between terminals G ( = Gi), S, and D is identical with that given

in Fig. 10-8 for the JFET. The transconductance gm and the interelectrode

capacitances have comparable values for the two types of devices. However,

as noted in Table 10-1 on page 321, the drain resistance rd of the MOSFET
is very much smaller than that of the JFET. It should also be noted in

Table 10-1 that the input resistance rgs and the feedback resistance rgd are

very much larger for the MOSFET than for the JFET.
If the substrate terminal G 2 is not connected to the source, the model of

Fig. 10-8 must be generalized as follows: Between node G2 and S
}
a diode D 1

is added to represent the p-n junction between the substrate and the source.

Similarly, a second diode D2 is included between G2 and D to account for the

p-n junction formed by the substrate and the drain.

10-6 DIGITAL MOSFET CIRCUITS 12

The most common applications of MOS devices are digital, such as logic

gates (discussed in this section) and registers, or memory arrays (Chap. 17).

Because of the gate-to-drain and gate-to-source and substrate parasitic capaci-

tances, MOSFET circuits are slower than corresponding bipolar circuits.



See. J 0-6 FIELD-EFFECT TRANSISTORS / 329

However, the lower power dissipation and higher density of fabrication make
MOS devices attractive and economical for many low-speed applications.

Inverter MOSFET digital circuits consist entirely of FETs and no other
devices such as diodes, resistors, or capacitors (except for parasitic capaci-
tances) . For example, consider the MOSFET inverter of Fig. 10-15o. Device
Q\ is the driver FET, whereas Q2 acts as its load resistance and is called the
load FET. The nonlinear character of the load is brought into evidence as
follows. Since the gate is tied to the drain, Vos2 = Vdsz. The drain charac-
teristics of Fig. 10-10 are reproduced in Fig. 10-16o, and the shaded curve
represents the locus of the points VgS2 = VDs 2 = VL . This curve also gives
Idi versus VL (for VGSi = FOS2), and its slope gives the incremental load con-
ductance gL of Q2 as a load. Clearly, the load resistance is nonlinear. Note
that Q2 is always conducting, (for

|

F£>s 2 |. > |Fr |), regardless of whether Q1 is
on or OFF.

An analytical expression for the load curve is given by Eq. (10-8) with
Vos = VDS = VL and with VP replaced by the threshold voltage V0ST = VT .

Ids — Idss for |FM
|
> \VT

\ (10-18)

and we see that this is a quadratic, rather than a linear, relationship. From
Eq. (10-18) we find (Prob. 10-9) that the load conductance is equal to the
transconductance of the FET, gL = gm . The same result is obtained in
Sec. 10-7.

The incremental resistance is not a very useful parameter when consid-
ering large-signal (on-off) digital operation. It is necessary to draw the
load curve (corresponding to a load line with a constant resistance) on the volt-
ampere characteristics of the driver FET Ql. The load curve is a plot of

Id = Idi versus VDS i = V„ = -VDD - VL = -20 - VD32
where we have assumed a 20-V power supply. For a given value of ID i = Idi,
we find VDS2 = VL from the shaded curve in Fig. 10-16a and then plot the
locus of the values ID1 versus F0 = VDSl in Fig. 10-166. For example, from
Fig. 10-16a for ID2 = 4 mA, we find VDS2 = -14 V. Hence ID1 = 4 mA is

located at VDSI = -20 + 14 = -6 V in Fig. 10-166.

We now confirm that the circuit of Fig. 10-15 is an inverter, or not circuit.
Let us assume negative logic (Sec. 6-1) with the 1, or low state, given by
F(l) « — VDD = —20 V and the 0, or high state, given by F(0) = 0. If
Vi = Fosi = -20 V, then from Fig. 10-166, V„ = F0n ~ -2 V. Hence,
V{ = F(l) gives V0 = V(0). Similarly from Fig. 10-166, if F, = 0 V, then
Vo = Vod — Vt = 17 V for Vt ~ — 3 V. Hence, F,- = F (0) gives
Vo = V (1), thus confirming the truth table of Fig. 10-156.

We shall simplify the remainder of the discussion in this section by assum-
ing that |Fon

|
and \VT

\
are small compared with |FDD

|
and shall take F0n = 0

and VT = 0. Hence, to a first approximation the load FET may be con-
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ID 2
,mA TDl ,mA

Fig. 10-16 (a) Q2 acts as a load ID 2 versus Vl = Vds 2 for the driver Q], (b)

The load curve ID \ versus Va = Vnsi-

sidered to be a constant resistance RL and may be represented by a load line

passing through ID = 0, VDS = —VDD and ID = I
,
VDs = 0, where I is the

drain current for VDS = VGs = — VDD . In other words, RL = — VDD/I.
Most MOSFETs are p-channel enhancement-type devices, and negative logic

is used with 7(0) =0 and 7(1) = — VDD .

nand Gate The operation of the negative nand gate of Fig. 10-17

can be understood if we realize that if either input Vi or 7 2 is at 0 V (the 0

state), the corresponding FET is off and the current is zero. Hence the

voltage drop across the load FET is zero and the output VQ
= — VDd (the

1 state). If both 7 X and 7 2 are in the 1 state (7i = V 2 = —VDD), then

both Q1 and Q2 are on and the output is 0 V, or at the 0 state. These values

are in agreement with the voltage truth table of Fig. 10-17&. If 1 is sub-

stituted for — VDd in Fig. 10-176, then this logic agrees with the truth table

for a nand gate, given in Fig. 6-18. We note that only during one of the

four possible input states is power delivered by the power supply.

nor Gate The circuit of Fig. 10-18a is a negative nor gate. When
either one of the two inputs (or both) is at —VDD} the corresponding FET is on

and the output is at 0 V. If both inputs are at 0 V, both transistors Q1 and

Q2 are off and the output is at — VDD . These values agree with the truth

table of Fig. 10-186. Note that power is drawn from the supply during three

of the four possible input states. Because of the high density of MOS devices

on the same chip, it is important to minimize power consumption in LSI

MOSFET systems (Sec. 17-17).

The circuit of Fig. 10-17 may be considered to be a 'positive nor gate, and

that of Fig. 10-18 to be a positive nand gate (Sec. 6-9). These MOSFET
circuits are examples of direct-coupled transistor logic (DCTL), mentioned
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(a) (b

)

Fig. 10-17 (a) MOSFET (negative) nand gate and (b) voltage truth

table and Boolean expression. (Remember that 0 V is the zero state

and — Vj)v is the 1 state.)

in Sec. 6-14. However, MOSFET DCTL circuits have none of the disad-

vantages (such as base-current “hogging”) of bipolar DCTL gates. A flip-

flop constructed from MOSFETs is indicated in Prob. 10-11. An and (or)

gate is obtained by cascading a nand (nor) gate with a not gate. Typically,

a three-input nand gate uses about 16 mils 2 of chip area, whereas a single

bipolar junction transistor may need about five times this area.

(a)
(£>)

Fig. 10-18 (a) MOSFET (negative) nor gate and (b) voltage truth table and

Boolean equation.



Fig. 10-19 (o) Complementary MOS inverter, (b) Cross section of comple-

mentary MOSFETS. Note that the p-type well is diffused into the n-type sub-

strate and that the n-channel MOS Q2 is formed in this region.

Complementary MOS (CMOS) 12 It is possible to reduce the power dis-

sipation to very small (50 nW) levels by using complementary p-channel and
n-channel enhancement MOS devices on the same chip. The basic comple-
mentary MOS inverter circuit is shown in Fig. 10-19. Transistor Ql is the
p-channel unit, and transistor Q2 is n-channel. The two devices are in series,

with their drains tied together and their gates also connected together. The
logic swing gate voltage Vi varies from 0 V to the power supply — VDD . When
Vi = — Vdd (logic 1) transistor Ql is turned on (but draws no appreciable

steady-state current) and Q2 is turned off, the output V0 is then at 0 V
(logic 0), and inversion has been accomplished. When zero voltage (logic 0)

is applied at the input, the n-channel Q2 is turned on (at no steady-state cur-

rent) and Ql is turned off. Thus the output is at -VDD (logic 1). In
either logic state, Ql or Q2 is off and the quiescent power dissipation for this

simple inverter is the product of the off leakage current and — VDD .

More complicated digital CMOS circuits (nand, nor, and flip-flops) can
be formed by combining simple inverter circuits (Probs. 10-13 and 10-14).

The remainder of the chapter considers the FET under small-signal opera-
tion. We first discuss low-frequency gain, then methods of biasing the device
in the linear range, and finally the high-frequency limitations of the FET.

10-7 THE LOW-FREQUENCY COMMON-SOURCE
AND COMMON-DRAIN AMPLIFIERS

The common-source (CS) Stage is indicated in Fig. 10-20a, and the common-
drain (CD) configuration in Fig. 10-205. The former is analogous to the
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Fig. 10-20 (a) The CS and

(£>) the CD configurations.

bipolar transistor CE amplifier, and the latter to the CC stage. We shall

analyze both of these circuits simultaneously by considering the generalized
configuration in Fig. 10-21a. For the CS stage the output is v0l taken at the
drain and R s = 0. For the CD stage the output is vo2 taken at the source and
Rd = 0. The signal-source resistance is unimportant since it is in series with
the gate, which draws negligible current. No biasing arrangements are indi-

cated (Sec. 10-8), but it is assumed that the stage is properly biased for linear

operation.

Replacing the FET by its low-frequency small-signal model of Fig. 10-8,

the equivalent circuit of Fig. 10-216 is obtained. Applying KVL to the output
circuit yields

dRd “b (
'

j'd 0mVgs)Td “f“ %dRs — 0 (10-19)

Fig. 10-21 (a) A generalized FET amplifier configuration, (b) The small-

signal equivalent circuit.
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From Fig. 10-216 the voltage from G to S is given by

vga = Vi - idR a (10-20)

Combining Eqs. (10-19) and (10-20) and remembering that ju = rdgm [Eq.

(10-15)], we find

id
jXOi

rd + Rd + (jU + 1)A
(10-21)

The CS Amplifier with an Unbypassed Source Resistance Since

v0 i = — idRd j
then

— fxv{Rd

rd + Rd + (fx + 1)A
(10-22)

From Eq. (10-22) we obtain the Thevenin’s equivalent circuit of Fig. 10-22a

"looking into” the drain node (to ground). The open-circuit voltage is

—fxv i} and the output resistance is R0 = rd + (m + 1)R S . The voltage gain is

A v = Voi/vi. The minus sign in Eq. (10-22) indicates that the output is 180°

out of phase with the input. If Rs is bypassed with a large capacitance or

if the source is grounded, the above equations are valid with R s = 0. Under
these circumstances,

a Vol f^Rd

Vi Td + Rd
-OmR'd (10-23)

where ju = rdgm [Eq. (10-15)] and R f

d = Rd \\rd .

The CD Amplifier with a Drain Resistance Since z>o2 = idRS} then from
Eq. (10-21)

_ fxViRs _
° 2

Td + Rd + (m + 1)A
[lXVj/(fX + 1)]A

(10-24)

Td + Rd

(a) (b)

Fig. 10-22 The equivalent circuits for the generalized amplifier of Fig. 10-21

"looking into” (a) the drain and (b) the source. Note that ft = ngm .
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From Eq. (10-24) we obtain the Thgvenin’s equivalent circuit of Fig. 10-226

“looking into” the source node (to ground). The open-circuit voltage is

nVi/(n + 1), and the output resistance is R0 = (rd + Rd)/(n + 1). The volt-

age gain is Ay = vo2/v;. Note that there is no phase shift between input and
output. If Rd = 0 and if (g. + l)i^

fl
^>rdj then A v « /*/(/* + 1) « 1 for

M » 1. A voltage gain of unity means that the output (at the source) follows

the input (at the gate). Hence the CD configuration is called a source follower

(analogous to the emitter follower for a bipolar junction transistor).

Note that the open-circuit voltage and the output impedance in either

Fig. 10-22a or 6 are independent of the load (Rd in Fig. 10-22a and R e in Fig.

10-226). These restrictions must be satisfied if the networks in Fig. 10-22

are to represent the true Thevenin equivalents of the amplifier in Fig. 10-21.

For the source follower (Rd = 0) with u » 1, the output conductance is

M + 1

Td
.

(10-25)

which agrees with the result obtained in Sec. 10-6 for the conductance looking

into the source of a MOSFET with the gate at a constant voltage. In the

discussion of diffused resistors in Sec. 7-8, it is indicated that 30 K is about the

maximum resistance that can be fabricated. Larger values may be obtained

by using the MOS structure as a load with gate connected to drain and tied

to a fixed voltage such as Q2 in Fig. 10-15. By using a low gm FET, a high

value of effective resistance is obtained. For example, for gm = 10 juA/V, we
obtain R0 = l/gm = 100 K. This value of effective resistance requires approx-

imately 5 mil 2 of chip area compared with 300 mil 2 to yield a diffused 20-K
resistance.

10-8 BIASING THE FET

The selection of an appropriate operating point (ID} VGS) V^s) for an FET
amplifier stage is determined by considerations similar to those given to

transistors, as discussed in Chap. 9. These considerations are output-voltage

swing, distortion, power dissipation, voltage gain, and drift of drain current.

In most cases it is not possible to satisfy all desired specifications simulta-

neously. In this section we examine several biasing circuits for field-effect

devices.

Source Self-bias The configuration shown in Fig. 10-23 can be used to

bias junction FET devices or depletion-mode MOS transistors. For a specified

drain current IDj the corresponding gate-to-source voltage VGs can be obtained

applying either Eq. (10-8) or the plotted drain or transfer characteristics.

Since the gate current (and, hence, the voltage drop across R0) is negligible,

the source resistance R a can be found as the ratio of VGS to the desired ID .
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Source self-bias circuit.

EXAMPLE The amplifier of Fig. 10-23 utilizes an n-channel FET for which
yp = —2.0 V and loss = 1.65 mA. It is desired to bias the circuit at ID =
0.8 mA, using VDD = 24 V. Assume rd » Rd . Find (a) VGS) (b) gm ,

(c) R8 ,

(d) Rd ,
such that the voltage gain is at least 20 dB, with Rs bypassed with a very

large capacitance Ca .

Solution a. Using Eq. (10-8), we have 0.8 = 1.65(1 + 7gs/2.0) 2
. Solving,

= —0.62 V.

b. Equation (10-17) now yields

9 mo
2loss _ (2) (1.65)

Vp
=

2
1.65 mA/V

and from Eq. (10-16)

c. Rs = - ^ = 0.77 K = 770 G
Id 0.8

1.14 mA/V

d. Since 20 dB corresponds to a voltage gain of 10, then from Eq. (10-23),
with rd y>R d) \A V

\
= gmRd > 10, or Rd > 10/1.14 = 8.76 K.

Biasing against Device Variation FET manufacturers usually supply
information on the maximum and minimum values of IDss and TV at room
temperature. They also supply data to correct these quantities for tempera-
ture variations. The transfer characteristics for a given type of n-channel
FET may appear as in Fig. 10-24a, where the top and bottom curves are for

extreme values of temperature and device variation. Assume that, on the.

basis of considerations previously discussed, it is necessary to bias the device at
a drain current which will not drift outside of ID = IA and ID = 1B . Then
the bias line Fes = — IdRs must intersect the transfer characteristics between
the points A and B, as indicated in Fig. 10-24a. The slope of the bias line

is determined by the source resistance Rs . For any transfer characteristic

between the two extremes indicated, the current IQ is such that IA < Iq < Ib,
as desired.
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(a)
( b )

Fig. 10-24 Maximum and minimum transfer curves for an rc-channel FET. The

drain current must lie between IA and I B . The bias line can be drawn through the

origin for the current limits indicated in (a), but this is not possible for the currents

specified in (b).

Consider the situation indicated in Fig. 10-246, where a line drawn to pass

between points A and B does not pass through the origin. This bias line

satisfies the equation

Vos = Voo — IdRs (10-26)

Such a bias relationship may be obtained by adding a fixed bias to the gate
in addition to the source self-bias, as indicated in Fig. 10-25a. A circuit

(a) (6)

Fig. 10-25 (a) Biasing an FET with a fixed-bias VGg in addition to

self-bias through Rs . (b) A single power-supply configuration

which is equivalent to the circuit in (a).
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Fig. 10-26 Extreme trans-

fer curves for the 2N3684

field-fcffect transistor.

(Courtesy of Union Car-

bide Corporation.)

requiring only one power supply and which can satisfy Eq. (10-26) is shown
in Fig. 10-256. For this circuit

j/- _ R^Vdd d _ RiR 2
GG - r 1 + r 2

r ° - K+R 2

We have assumed that the gate current is negligible. It is also possible for

Vqq to fall in the reverse-biased region so that the line in Fig. 10-246 intersects

the axis of abscissa to the right of the origin. Under these circumstances

two separate supply voltages must be used.

EXAMPLE FET 2N3684 is used in the circuit of Fig. 10-256. For this rc-chan-

nel device the manufacturer specifies VP , mia = -2 V, VP
, max = -5 V, loss,™* =

1.6 mA, and Idss.u&x = 7.05 mA. The extreme transfer curves are plotted in

Fig. 10-26. It is desired to bias the circuit so that IDtmin = 0.8 mA = IA and
I-d

,

max = 1*2 mA = for VDD = 24 V. Find (a) V0G and Rs ,
and (6) the range

of possible values in ID if R s = 3.3 K and VGG = 0.

Solution a. The bias line will lie between A and B
}
as indicated, if it is drawn to

pass through the two points VGS = 0, ID = 0.9 mA, and VGS = — 4 V, ID =
1.1 mA. The slope of this line determines RS} or

Then, from the first point and Eq. (10-26), we find

VGq = IdR, = (0.9) (20) = 18 V
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Fig. 10-27 (a) Drain-to-

gate bias circuit for en-

hancement-mode MOS
transistors; (b) improved

version of (a).

6. If Rs = 3.3 K, we see from the curves that /z), min = 0.4 mA and Id
, m!3C =

1.2 mA. The minimum current is far below the specified value of 0.8 mA.

Biasing the Enhancement MOSFET The self-bias technique of Fig. 10-23

cannot be used to establish an operating point for the enhancement-type

MOSFET because the voltage drop across R B is in a direction to reverse-bias

the gate, and a forward gate bias is required. The circuit of Fig. 10-27a can

be used, and for this case we have VGS — V since no current flows through

Rf . If for reasons of linearity in device operation or maximum output voltage

it is desired that VGs ^ VDs ,
then the circuit of Fig. 10-276 is suitable. We

note that VGs = [Ri/(Ri + Rf)]VDS . Both circuits discussed here offer the

advantages of dc stabilization through the feedback introduced with Rf .

However, the input impedance is reduced because, by Miller's theorem (Sec.

8-11), R/ corresponds to an equivalent resistance Ri = R//( 1 — A v) shunting

the amplifier input.

Finally, note that the circuit of Fig. 10-256 is often used with the enhance-

ment MOSFET. The dc stability introduced in Fig. 10-27 through the feed-

back resistor Rf is then missing, and is replaced by the dc feedback through R„.

10-9 THE FET AS A VOLTAGE-VARIABLE RESISTOR 13 (VVR)

In most linear applications of field-effect transistors the device is operated

in the constant-current portion of its output characteristics. We now consider

FET transistor operation in the region before pinch-off, where VDS is small.

In this region the FET is useful as a voltage-controlled resistor; i.e., the drain-

to-source resistance is controlled by the bias voltage VGS . In such an applica-

tion the FET is also referred to as a voltage-variable resistor (VVR), or voltage-

dependent resistor (VDR).
Figure 10-28a shows the low-level bidirectional characteristics of an FET.

The slope of these characteristics gives rd as a function of VGS . Figure 10-28a

has been extended into the third quadrant to give an idea of device linearity

around VDS = 0.
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In our treatment of the junction FET characteristics in Sec. 10-3, we
derive Eq. (10-5), which gives the drain-to-source conductance gd = ID/VDS
for small values of Fds. From this equation we have

(10-27)

where gdo is the value of the drain conductance when the bias is zero. Varia-
tion of rd with VGS is plotted in Fig. 10-285 for the 2N3277 and 2N3278
FETs. The variation of rd with Vgs can be closely approximated by the
empirical expression

rd
T

i - kvos (10-28)

where rQ = drain resistance at zero gate bias

K = a constant, dependent upon FET type
Vgs = gate-to-source voltage

Applications of the VVR Since the FET operated as described above
acts like a variable passive resistor, it finds applications in many areas where
this property is useful. The VVR, for example, can be used to varj the voltage
gain of a multistage amplifier A as the signal level is increased. This action
is called automatic gain control (AGC). A typical arrangement is shown in
Fig. 10-29. The signal is taken at a high-level point, rectified, and filtered to
produce a dc voltage proportional to the output-signal level. This voltage
is applied to the gate of Q2, thus causing the ac resistance between the drain
and source to change, as shown in Fig. 10-286. We thus may cause the gain
of transistor Ql to decrease as the output-signal level increases. The dc bias

Fig. 10-28 (a) FET low-level drain characteristics for 2N3278.
(fa) Small-signal FET resistance variation with applied gate voltage.
(Courtesy of Fairchild Semiconductor Company.)
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Fig. 10-29 AGC amplifier

using the FET as a voltage-

variable resistor.

conditions of Q 1 are not affected by Q2 since Q

2

is isolated from Ql by means

of capacitor C2 .

10-10 THE COMMON-SOURCE AMPLIFIER AT HIGH FREQUENCIES

The circuits discussed in this and the following section apply equally well to

either JFETs or MOSFETs (except for the method of biasing). The low-

frequency analysis of Sec. 10-8 is now modified to take into account the effect

of the internal node capacitances.

Voltage Gain The circuit of Fig. 10-30a is the basic CS amplifier con-

figuration. If the FET is replaced by the circuit model of Fig. 10-86, we

obtain the network in Fig. 10-306. The output voltage V0 between D and S
is easily found with the aid of the theorem of Sec. 8-7, namely, V0 = IZ, where

I is the short-circuit current and Z is the impedance seen between the terminals.

Fig. 10-30 (a) The common-source amplifier circuit; (b) small-signal

equivalent circuit at high frequencies. (The biasing network is not

indicated.)
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To find Z, the independent generator is (imagined) short-circuited, so that
Vi = 0, and hence there is no current in the dependent generator gmV{ . We
then note that Z is the parallel combination of the impedances corresponding
to ZL) Cd8 ,

rd ,
and Cgd , Hence

Y “ \ = YL+Yi, + gi + Ygd (10-29)

where YL = 1/ZL = admittance corresponding to ZL

Yas = jo)Cd8 = admittance corresponding to Cd8

gd = 1/rd = conductance corresponding to rd

Ygd = = admittance corresponding to Cgd

The current in the direction from JD to S in a zero-resistance wire connect-
ing the output terminals is

I = —gmVi + ViYgd

The amplification A y with the load Zl in place is given by

A v = Vo IZ
Vi Vi

I

ViY

(10-30)

(10-31)

or from Eqs. (10-29) and (10-30)

Ay —
—gm + Y

{ad

Yl + Yds + gd + Yod (
10-32)

At low frequencies the FET capacitances can be neglected and hence

Yd9 = Ygd = 0

Under these conditions Eq. (10-32) reduces to

Ay = Qm _ OmTdZL _ r7f

YL + gd rd +ZL
~ 9m/,L (10-33)

where Z'L = ZL \\rd . This equation agrees with Eq. (10-23), with ZL replaced
by Rd .

Input Admittance An inspection of Fig. 10-306 reveals that the gate cir-

cuit is not isolated from the drain circuit, but rather that they are connected
by Cod . From Miller’s theorem (Sec. 8-11), this admittance may be replaced
by Ygd ( 1 — K) between G and S, and by Yod (l — 1/K) between D and S, where
K = Ay. Hence the input admittance is given by

Yi = Y„» + (1 - A v)Ygi (10-34)

This expression indicates that for an FET to possess negligible input admit-
tance over a wide range of frequencies, the gate-source and gate-drain capaci-
tances must be negligible.

Input Capacitance (Miller Effect) Consider an FET with a drain-circuit

resistance Rd . From the previous discussion it follows that within the audio-
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frequency range, the gain is given by the simple expression Av = — gmR'd,

where R'd is Rd \\rd . In this case, Eq. (10-34) becomes

£ - Ct = C„. + (1 + gmR'a)Coi (10-35)

This increase in input capacitance C* over the capacitance from gate to source

is called the Miller effect .

This input capacitance is important in the operation of cascaded ampli-

fiers. In such a system the output from one stage is used as the input to a

second amplifier. Hence the input impedance of the second stage acts as a

shunt across the output of the first stage and Rd is shunted by the capacitance

Ci. Since the reactance of a capacitor decreases with increasing frequencies,

the resultant output impedance of the first stage will be correspondingly low

for the high frequencies. This will result in a decreasing gain at the higher

frequencies.

EXAMPLE A MOSFET has a drain-circuit resistance Rd of 100 K and operates

at 20 kHz. Calculate the voltage gain of this device as a single stage, and then

as the first transistor in a cascaded amplifier consisting of two identical stages.

The MOSFET parameters are gm = 1.6 mA/V, rd = 44 K, Cgs = 3.0 pF, Cds —

1.0 pF, and Cgd = 2.8 pF.

Solution

Y9m = jo>C0S - j2ir X 2 X 10* X 3.0 X 10“ 12 = J3.76 X 10“ 7 «

Fd5 = jcoCds = yi.26 X 10“ 7
15

Ygd = jcoCod = jS.52 X 10- 7 «

gd = - = 2.27 X 10-5 O
Td

y„ = A = io-5 0
Rd

gm = 1.60 X 10- 3
15

The gain of a one-stage amplifier is given by Eq. (10-32)

:

+ Ygd _ -1.60 X 10- 3 +J3.52 X 10- 7

V ~ gi+Yi +

Y

d, + Y„d 3.27 X 10-* + >4.78 X 10"7

It is seen that the j terms (arising from the interelectrode capacitances) are

negligible in comparison with the real terms. If these are neglected, then A v =

—48.8. This value can be checked by using Eq. (10-23), which neglects inter-

electrode capacitances. Thus

A v =
— fiR d

Rd + rd

-70 X 100

100 + 44
= -48.6 gji'd

Since the gain is a real number, the input impedance consists of a capacitor

whose value is given by Eq. (10-35)

:

Ci = C 03 + (1 + gmRd)Cad = 3.0 + (1 + 49) (1.0) = 53 pF



344 / INTEGRATED ELECTRONICS
Sec. 70-77

Consider now a two-stage amplifier, each stage consisting of an FET operating
as above. The gain of the second stage is that just calculated. However in
ca culating the gain of the first stage, it must, be remembered that the input
impedance of the second stage acts as a shunt on the output of the first stage. Thus
the drain load now consists of a 100-K resistance in parallel with 53 pF To this
must be added the capacitance from drain to source of the first stage since this
is also in shunt with the drain load. Furthermore, any stray capacitances due to
wiring should be taken into account. For example, for every 1-pF capacitance
etvveen the leads going to the dram and gate of the second stage, 50 pF is effec-

tively added across the load resistor of the first stage! This clearly indicates the
importance of making connections with very short direct leads in high-frequency
amplifiers. Let it be assumed that the input capacitance, taking into account
the various factors just discussed, is 200 pF. Then the load admittance is

Yl = = 10
~ s + y2ir X 2 X 10< X 200 X ICC 12

= 10“5 +.?'2.52 X 10" 5 O

The gain is given by Eq. (10-33)

:

Ay = 9Ji— = -1.6 X 10"3

g<i + Yl 2.27 X 10 3 + 10-5 + j'2.52 X 10-5

= -30.7 + J23.7 = 38.8/143.3°

Thus the effect of the capacitances has been to reduce the magnitude of the
amplification from 48.8 to 38.8 and to change the phase angle between the outputand input from 180 to 143.3°.

If the frequency were higher, the gain would be reduced still further. For
example, this circuit would be useless as a video amplifier, say, to a few megahertz
since the gam would then be less than unity. This variation of gain with fre-
quency is called frequency distortion. Cascaded amplifiers and frequency dis-
Portion, are discussed in detail in Chap. 12.

Output Admittance For the common-source amplifier of Fig. 10-30 the
output impedance is obtained by “looking into the drain” with the input
voltage set equal to zero. If V, = 0 in Fig. 10-306, we see r„, <7,., and C„d in
para lei. Hence the output admittance with ZL considered external to the
amplifier is given by

Y0 = gd + YdS + Yad
(10-36)

10-11 THE COMMON-DRAIN AMPLIFIER AT HIGH FREQUENCIES
The source-follower configuration is given in Fig. 10-206, with Rd = 0 and
is repeated in Fig. 10-31a. Its equivalent circuit with the FET replaced by
its high-frequency model of Fig. 10-86 is shown in Fig. 10-316.
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Fig. 10-31 (a) The source-follower; (b) small-signal high-frequency equiva-

lent circuit. (The biasing network is not indicated.)

Voltage Gain The output voltage V 0 can be found from the product of

the short-circuit current and the impedance between terminals S and N. We
now find for the voltage gain

(ffm ~~h juC'JR,

1 + (ffm + Qd + jo)Cr)Rs
(10-37)

+ Cds + Can (10-38)

where C8n represents the capacitance from source to ground. At low fre-

quencies the gain reduces to

QmRs

1 + (ffm + 9d)Rs
(10-39)

Note that the amplification is positive and has a value less than unity. If

gmRe » 1, then A v ~ gm/(gm + gd ) = + 1).

Input Admittance The source follower offers the important advantage of

lower input capacitance than the CS amplifier. The input admittance Yi is

obtained by applying Miller's theorem to Cga . We find

Yi = jo>Cgd +juCgB ( 1
- Ay) - jo>Cgd (10-40)

because A v ~ 1 .

Output Admittance The output admittance Y Q} with Ra considered

external to the amplifier, is given by

Y0 = gm + gd + juCt (10-41)

where Ct is given by Eq. (10-38). At low frequencies the output resistance

Ro is

Ro « —
gm + ga gm

since gm » gd . For gm = 2 mA/V, then R0 — 500 S2.

(10-42)
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The source follower is used for the same applications as the emitter
follower, those requiring high input impedance and low output impedance.
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REVIEW QUESTIONS

J,
0'

1 (o) Sketch the basic structure of an re-channel junction field-effect transistor
(6) Show the circuit symbol for the JFET.
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10-2 (a) Draw a family of CS drain characteristics of an 71-channel JFET.
(6) Explain the shape of these curves qualitatively.

10-3 How does the FET behave (a) for small values of |7d S |? (b ) For large

\vD s\i

10-4 (a) Define the pinch-off voltage VP . (b ) Sketch the depletion region before
and after pinch-off.

10-5 Sketch the geometry of a JFET in integrated form.

10-6 (a) How does the drain current vary with gate voltage in the saturation
region? (b) How does the transconductance vary with drain current?

10-7 Define (a) transconductance g m) (b) drain resistance rd ,
and (c) amplification

factor p of an FET.
10-8 Give the order of magnitude of g m ,

rd ,
and p for a MOSFET.

10-9 Show the small-signal model of an FET (a) at low frequencies and (b ) at
high frequencies.

10-10 (a) Sketch the cross section of a p-channel enhancement MOSFET.
(b) Show two circuit symbols for this MOSFET.

10-11 For the MOSFET in Rev. 10-10 draw (a) the drain characteristics and
(b) the transfer curve.

10-12 Repeat Rev. 10-10 for an n-channel depletion MOSFET.
1 0-1 3 (a) Draw the circuit of a MOSFET not circuit, (b) Explain how it func-

tions as an inverter.

10-14 (a) Explain how a MOSFET is used as a load, (b) Obtain the volt-

ampere characteristic of this load graphically.

10-15 Sketch a two-input nand gate and verify that it satisfies the Boolean nand
equation.

10-16 Repeat Rev. 10-15 for a two-input nor gate.

10-17 Sketch a CMOS inverter and explain its operation.

10-18 (a) Draw the circuit of an FET amplifier with a source resistance Rs and
a drain resistance Rd .

(b) What is the Th6venin’s equivalent circuit looking into the

drain at low frequencies?

10-19 Repeat Rev. 10-18 looking into the source.

10-20 (a) Sketch the circuit of a source-follower; At low frequencies what is

(b) the maximum value of the voltage gain? (c) The order of magnitude of the out-

put impedance?

10-21 (a) Sketch the circuit of a CS amplifier. (6) Derive the expression for

the voltage gain at low frequencies, (c) What is the maximum value of A v ?

10-22 (a) Draw two biasing circuits for a JFET or a depletion-type MOSFET.
(b) Explain under what circumstances each of these two arrangements should be used.

10-23 Draw two biasing circuits for an enhancement-type MOSFET.
10-24 (a) How is an FET used as a voltage-variable resistance? (b) Explain.

10-25 (a) Sketch the small-signal high-frequency circuit of a CS amplifier.

(b) Derive the expression for the voltage gain.

10-26 (a) From the circuit of Rev. 10-25, derive the input admittance, (b)

What is the expression for the input capacitance in the audio range?

10-27 What specific capacitance has the greatest effect on the high-frequency
response of a cascade of FET amplifiers? Explain.

10-28 Repeat Rev. 10-25 for a source-follower circuit.

10-29 Repeat Rev. 10-26 for a CD amplifier.



/ THE TRANSISTOR AT

/ HIGH FREQUENCIES

At low frequencies it is assumed that the transistor responds instantly

to changes of input voltage or current. Actually, such is not the case,

because the mechanism of the transport of charge carriers from emitter

to collector is essentially one of diffusion. Hence, to find out how the

transistor behaves at high frequencies, it is necessary to examine this

diffusion mechanism in more detail. Such an analysis 1
is complicated,

and the resulting equations are suggestive of those encountered in con-

nection with a lossy transmission line. A model based upon the trans-

mission-line equations would be quite accurate, but unfortunately, the

resulting equivalent circuit is too complicated to be of practical use.

Hence it is necessary to make approximations. Of course, the cruder

the approximation, the simpler the circuit becomes. The hybrid-pi

model developed in this chapter gives a reasonable compromise
between accuracy and simplicity. Using this model, a detailed analy-

sis of a single-stage CE transistor amplifier is made.

1M THE HYBRID-PI (n) COMMON-EMITTER
TRANSISTOR MODEL 2

In Chap. 8 it is emphasized that the common-emitter circuit is the most
important practical configuration. Hence we now seek a CE model
which will be valid at high frequencies. Such a circuit, called the

hybrid-II, or Giacoletto
,
model, is indicated in Fig. 11-1. Analyses of

circuits using this model are not too difficult and give results which are

in excellent agreement with experiment at all frequencies for which the

transistor gives reasonable amplification. Furthermore, the resistive

components in this circuit can be obtained from the low-frequency h

parameters. All parameters (resistances and capacitances) in the

348
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Fig. 11-1 The hybrid-II

model for a transistor

in the CE configuration.

model are assumed to be independent of frequency. They may vary with the
quiescent operating point, but under given bias conditions are reasonably
constant for small-signal swings.

Discussion of Circuit Components The internal node B' is not physically
accessible. The ohmic base-spreading resistance vbb ' is represented as a lumped
parameter between the external base terminal and B'

.

For small changes in the voltage Vb ,. across the emitter junction, the
excess-minority-carrier concentration injected into the base is proportional to
Vb’e, and therefore the resulting small-signal collector current, with the collector
shorted to the emitter, is proportional to Vb>„ This effect accounts for the
current generator gmVb .

e in Fig. 11-1.

The increase in minority carriers in the base results in increased recom-
bination base current, and this effect is taken into account by inserting a
conductance gb > e between B' and E. The excess-minority-carrier storage in
the base is accounted for by the diffusion capacitance Cc connected between
B‘ and E.

The Early effect (Sec. 5-5) indicates that the varying voltage across the
collector-to-emitter junction results in base-width modulation. A change in
the effective base width causes the emitter (and hence collector) current to
change because the slope of the minority-carrier distribution in the base
changes. This feedback effect between output and input is taken into account
by connecting gyc between B' and C. The conductance between C and E is gct .

Finally, the collector-junction barrier capacitance is included in Cc . Some-
times it is necessary to split the collector-barrier capacitance in two parts
and connect one capacitance between C and B' and another between C and B.
The last component is known as the overlap-diode capacitance.

Hybrid-II Parameter Values Typical magnitudes for the elements of
the hybrid-II model at room temperature and for Ic —

1.3 mA are

gm = 50 mA/V rbb ' = 100 51 jv c = 1 K ?v c = 4 M
rcc = 80 IC Cc = 3 pF Ce = 100 pF

That these values are taken as reasonable is justified in the following section.
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11-2 HYBRID-n CONDUCTANCES

We now demonstrate that all the resistive components in the hybrid-II model

can be obtained from the h parameters in the CE configuration.

Transistor Transconductance gm Figure 11-2 shows a p-n-p transistor

in the CE configuration with the collector shorted to the emitter for time-vary-

ing signals. In the active region the collector current is given by Eq. (5-3),

repeated here for convenience, with a

x

= a0 :

Ic = IcO — CXqIe

Since the short-circuit current in Fig. 11-1 is gmVb 'e, the transconductance gm

is defined by

gm
die _ die

dVB'E Vcb °dVB'E
dIB

a
°dV

i

(ii-D

In the above we have assumed that aN is independent of VE . For a p-n-p

transistor, VE = —Vb>e }
as shown in Fig. 11-2. If the emitter diode resistance

is then re = dVE/dIE ,
and hence

(H-2)

The dynamic resistance of a forward-biased diode is given in Eq. (3-14) as

Vt/Ie , t where VT = kT/q, and hence

_ a0IE __ Ico “ Ic~ T7 - VT
(11-3)

For a p-n-p transistor Ic is negative. For an n-p-n transistor Ic is positive,

but the foregoing analysis (with VE = +Vb*e) leads to gm = (Ic ~ Ico)I^t •

Hence, for either type of transistor, gm is positive. Since \IC
\
»

|

Ico\, then

gm is given by

Qm
\Jc\

VT
(11-4)

Ic

Fig. 11-2 Pertaining to the derivation of gm .

f Since the recombination current in the emitter space-charge region does not reach

the collector, the factor ij in Eq. (3-14) is taken as unity in the calculation of gm .
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Fig, 11-3 (a) The hybrid-II model

at low frequencies; (b) the ^-param-

eter model at low frequencies.

o^^A/VV-

o
E

B' rb'c

AVr

(a)

B ^b
>

^ic

O W\
+ 1

hrcVeeQ
o-

E
(b)

where, from Eq. (2-38), V? = T/11,600. Note that gm is directly 'proportional

to current and inversely proportional to temperature. At room temperature

». - (11-5)

For Ic = 1.3 mA, gm = 0.05 U = 50 mA/Y. For Ic = 10 mA, gm ~ 400 mA/V.
These values are much larger than the transconductances obtained with FETs.

The Input Conductance gb *
e In Fig. ll-3a we show the hybrid-*- model

valid at low frequencies, where all capacitances are negligible. Figure 11-36

represents the same transistor, using the 6-parameter equivalent circuit.

From the component values given in Sec. 11-1, we see that rh >
c » ?v c .

Hence lb flows into ?v e and Vye ~ Iyrb'e • The short-circuit collector current

is given by

Ic — gmVb'e — gmlbrb’e

The short-circuit current gain hfe is defined by

VCE
gwXb'e

or

h$e __
h/ eVT- ~W (11-6)

Note that, over the range of currents for which h/e remains fairly constant,

rye is directly proportional to temperature and inversely proportional to current .

Observe in Fig. 8-8a that at both very low and very high currents, hfe decreases.
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The Feedback Conductance gb '
C With the input open-circuited

7
hre is

defined as the reverse voltage gain, or from Fig. ll-3a with Ib = 0,

Tb'e

Fce Tb'e H“ Tb'c
(H-7)

or

?6 /e(l hr

e

) hraTb'c

Since hre <<C 1, then to a good approximation

Tb 'e hreTb'c Or Qb'c ~ hreQb’e (11“S)

Since hre ~ 10~ 4
,
Eq. (11-8) verifies that rb '

C rv e .

The Base-spreading Resistance n,&' The input resistance with the out-

put shorted is h ie . Under these conditions rb '
e is in parallel with ?v c - Using

Eq. (11-8), we have 7v e ||?v c ~ rv„ and hence

hie — Tbb' + Tb'e

or

Tbb' ~ hie Tb'e

(H-9)

( 11
-10 )

Incidentally, note from Eqs. (11-6) and (11-9) that the short-circuit input

impedance h ie varies with current and temperature in the following manner:

hie = Tbb' + hfeVr hfeVj<
(li-ii)

The Output Conductance gce With the input open-circuited, this con-

ductance is defined as hoe . For Ib = 0, we have

Ic = Vc. Vce

Tee
^

Tb'e + Tb'e
+ gm Vb'e ( 11 -12 )

With Ib = 0, we have, from Eq. (11-7), Vb '
e = h rcVce ,

and from Eq.

(11-12), we find

h°e — W~ = f
- + + CJmKe (11-13)

r ce i ce f b'c

where we made use of the fact that ?v c ^>> ?v c . If we substitute Eqs. (11-6)

and (11-8) in Eq. (11-13), we have

hoe = gC e + Qb'c + Qb'ehfe
ĝb'e

or

gc0 = hoe — (1 + hfe)gb'c (11-14)

If hfe » 1, this equation may be put in the form [using Eq. (11-8)]

Qee ~ hoe g-nifare (11-15)
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Summary If the CE h parameters at low frequencies are known at a
given collector current ICl the conductances or resistances in the hybrid-II

circuit are calculable from the following five equations in the order given:

Tb’c
hfe _ hfeV

T

Qm \Ic\

Tbb’ Tb'e

or Qb'e ~ T
hfe

Tb'c =
rv e

Ke
or Qb'c

hre

Tb'c

(11-16)

Qce ~ hoe — (1 + h/e)gb'c
Tce

For the typical h parameters in Table 8-2, at Ic = 1.3 mA and room tempera-
ture, we obtain the component values listed on page 349.

11-3 THE HYBRID-n CAPACITANCES

The hybrid-*- model for a transistor as shown in Fig. 11-1 includes two capaci-

tances. The collector-junction capacitance Cc — Cv c is the measured CB
output capacitance with the input open (IE = 0), and is usually specified by
manufacturers as C0&. Since in the active region the collector junction is

reverse-biased, then Cc is the transition capacitance and varies as VCE~n
,
where

n is i or | for an abrupt or graded junction, respectively.

The capacitance Ce represents the sum of the emitter diffusion capacitance

Cm and the emitter junction capacitance CW For a forward-biased emitter

junction, Cd s is usually much larger than CT e, and hence

Ce = Cdb + Ctb ~ Cr>e (11-17)

We shall now show that Cm is proportional to the emitter bias current IB
and is almost independent of temperature.

The Diffusion Capacitance Refer to Fig. 11-4, which represents the

injected hole concentration vs. distance in the base region of a p-n-p transistor.

The base width W is assumed to be small compared with the diffusion length
Lb of the minority carriers. Since the collector is reverse-biased, the injected

charge concentration p
f

at the collector junction is essentially zero. If

W « Lb ,
then p* varies almost linearly from the value p'(0) at the emitter

to zero at the collector, as indicated in Fig. 11-4. The stored base charge

Qb is the average concentration p'(0)/2 times the volume of the base W

A

(where A is the base cross-sectional area) times the electronic charge q; that is,

Qb = ip'(Q)AWq (11-18)
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Emitter Collector

x = 0 x = W

Fig. 11-4 Minority-carrier charge distribution in the

base region.

The diffusion current is [from Eq. 2-36)]

t a n dp' A n p'(0)
I - -AqDB -fc-

AqDB^r- (11-19)

where DB is the diffusion constant for minority carriers in the base. Com-
bining Eqs. (11-18) and (11-19),

Qb =
IW 2

2Db
(11-20)

The static emitter diffusion capacitance CDe is given by the rate of change of

Qb with respect to emitter voltage V
}
or

_ dQn _ W 2 dl _ W 2 1

dV 2Db dV 2Db re
(11

-21 )

where re = dV/dl = Vt/Ie is the emitter-junction incremental resistance.

W 2Ie

2Db Vt
(11-22)

which indicates that the diffusion capacitance is proportional to the emitter bias

current IE . From the Einstein relationship D = ^VT [Eq. (2-37)] and the

discussion in Sec. 2-5, it follows that the diffusion constant D varies as T~m

over a temperature range of 100 to 400°K. For silicon, m = 1.5 (1.7) for

electrons (holes), and for germanium, m = 0.66 (1.33) for electrons (holes).

Thus Cde varies as T~n
}
where for silicon n = +0.5 (+0.7) for electrons (holes)

and for germanium n = —0.34 (+0.33) for electrons (holes).

It is pointed out in Sec. 3-9 that the dynamic capacitance of a diode differs

from the static capacitance (by a factor of 2). Proceeding as in Sec. 19-12,

it can be shown that for a transistor the capacitance for a sinusoidal input

equals two-thirds the static capacitance given in Eq. (11-21).

Experimentally, Ce is determined from a measurement of fTj the frequency

at which the CE short-circuit current gain drops to unity. We verify in

Sec. 11-6 that

C e (11-23)
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11-4 VALIDITY OF HYBRID-II MODEL 2
- 4

In the derivation of Eqs. (11-1) and (11-21) for gm and Ce we have assumed that

Vbe changes slowly enough so that the minority-carrier charge distribution

in the base region is always triangular, as shown in Fig. 11-4. If the distribu-

tion remains triangular under varying VBEj then the slope at x = 0 is the

same as at x = w
}
and hence the emitter and collector currents are equal.

Consequently, the hybrid-^ model is valid under dynamic conditions when the

rate of change of Vbe is small enough so that the base incremental current Ib

is small compared with the collector incremental current Ic . Giacolletto, 2 in

his original paper on the hybrid-^ equivalent circuit, has shown that the net-

work elements of Fig. 11-1 are frequency-independent provided that

W2

(11-24)

From Eqs. (11-22) and (11-23) we have

W 2

_ Ce _ 1

6Db 3gm 6trft

Thus Eq. (11-24) becomes

f«°g-3/r (11-25)

It follows that the hybrid-^ model is valid for frequencies up to approxi-

mately /r/3.

11-5 VARIATION OF HYBRID-II PARAMETERS 4

In the preceding two sections we have derived expressions for the hybrid-^

conductances and capacitances in terms of the low-frequency h parameters
and other transistor parameters, such as the base width or the diffusion con-

stant for minority carriers in the base.

Table 11-1 summarizes the dependence of gmt r&v, rbb >
t
Cej CC} h/e ,

and h ie

on the collector current magnitude |/cj, the collector-to-emitter voltage mag-
nitude \Vce |,

and the temperature. The conclusions in the table are based on
Eqs. (11-16), (11-17), and (11-22). We must also recall that increasing

\

VCe\

decreases the effective base width (Fig. 5-8). The dependence of rbb > on \Ic\

and temperature requires some explanation. The decrease of rbb > with |/c| is

due to conductivity modulation of the base with increasing collector current.

On the) contrary, rbb > increases with increasing temperature because the mobility

of majority and minority carriers decreases, and this results in reduced con-

ductivity. The increase of hfe with temperature has been determined experi-

mentally, whereas the increase with \Vce\ is due to the decrease of the base
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width and the reduction in recombination which increases the transistor alpha
(Sec. 5-6).

No entry in Table 11-1 means that the particular dependence varies with
the absolute value of \IC \, \

Vce\, or T in a complicated fashion.

TABLE 11-1 Dependence of parameters upon current,

voltage, and temperature

Parameter

Variation with increasing:

l^c| \VCx\ T

Qm \Ic\ Independent \/T
Tbb' Decreases Increases

Tb'e l/|Jc| Increases Increases

c e |Jc| Decreases

Cc Independent Decreases Independent
h/t See Fig. 8-8 Increases Increases

hie Increases Increases

11-6 THE CE SHORT-CIRCUIT CURRENT GAIN

Consider a single-stage CE transistor amplifier, or the last stage of a cascade.

The load RL on this stage is the collector-circuit resistor, so that Rc = RL .

In this section we assume that RL = 0, whereas the circuit with RL ^ 0 is

analyzed in the next section. To obtain the frequency response (the gain as a

function of frequency) of the transistor amplifier, we use the hybrid-11 model
of Fig. 11-1, which is repeated for convenience in Fig. 11-5. Representative

values of the circuit components are specified on page 349 for a transistor

intended for use at high frequencies. We use these values as a guide in making
simplifying assumptions.

The approximate equivalent circuit from which to calculate the short-

8b' c

Fig. 11-5 The hybrid-II circuit for a single transistor with a

resistive load RL .
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^Ce + Cc
V nf*/ ^ gm nrr

1 —o

Fig. 11-6 Approximate equivalent

circuit for the calculation of the

short-circuit CE current gain.

circuit current gain is shown in Fig. 11-6. A current source furnishes a
sinusoidal input current of magnitude I i} and the load current is IL . We have
neglected gy C7 which should appear across terminals B'C

,
because gb '

C « gb’e-

And of course gce disappears, because it is in shunt with a short circuit. An
additional approximation is involved, in that we have neglected the current
delivered directly to the output through gb »

c and Cc . We see shortly that this
approximation is justified.

The load current is IL = -
gmVb '

ei where

Vvt =
g*.+MC. + ct) <

n-26)

The current amplification under short-circuited conditions is

A ^L 9m ^ ^

(11-26)

a . _
Ii gb'e + JO)(Ce + Cc)

Using the results given in Eqs. (11-16), we have

where

hfe

1 +3<J/h)
I A .1 =
1 11

[i + (f/m h

Qb'e _ 1 gm

2tt(Cc + Cc ) h/e 2tt(Cc + Co)

(11-27)

(11-28)

(11-29)

At / = /„, \Ai\ is equal to 1/V2 = 0.707 of its low-frequency value h/e . The
frequency range up to fp is referred to as the bandwidth of the circuit. Note
that the value of A i at u = 0 is —h/e ,

in agreement with the definition of — hle
as the low-frequency short-circuit CE current gain.

The Parameter fT We now introduce fT ,
which is defined as the frequency

at which the short-circuit common-emitter current gain attains unit magnitude.
Since hJe » 1, we have, from Eqs. (11-28) and (11-29), that/r is given by

/ L / 9m gmh ,eis>
2t(C. + Cc )

~ 2IfCo

since Ce » Cc . Hence, from Eq. (11-28),

A ~ ~h/e
-I i _* L / r / r \

(11-30)

1 +jh,!(f/fr)
(11-31)
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Fig. 11-7 Variation of /r with col-

lector current.

The parameter fT is an important high-frequency characteristic of a transistor.

Like other transistor parameters, its value depends on the operating conditions

of the device. Typically, the dependence of fT on collector current is as

shown in Fig. 11-7.

Since fT ~ h/efp, this parameter may be given a second interpretation.

It represents the short-circuit curreni-gain-bandiuidth 'product; that is, for the CE
configuration with the output shorted, fT is the product of the lowT-frequency

current gain and the upper 3-dB frequency. For our typical transistor (page

349), fT = 80 MHz and fo = 1.6 MHz. It is to be noted from Eq. (11-30)

that there is a sense in which gain may be sacrificed for bandwidth, and vice

versa. Thus, if two transistors are available with equal fT ,
the transistor

with lower hfe will have a correspondingly larger bandwidth.

In Fig. 11-8, Ai expressed in decibels (i.e., 20 log
|

A*|) is plotted against

Fig. 11-8 The short-circuit CE current gain vs. frequency (plotted on

a log-log scale).
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frequency on a logarithmic frequency scale. When / «/*, A { « — hfe ,
and Ai

(dB) approaches asymptotically the horizontal line Ai (dB) = 20 log hfe .

When /»/* \Ai\ ~ h/ef0/f = fT/f, so that A t (dB) = 20 log/y - 20 log/.

Accordingly, Ai (dB) = 0 dB at / = /y . And for f^> fa, the plot approaches
as an asymptote a straight line passing through the point (fT} 0) and having
a slope which causes a decrease in A { (dB) of 6 dB per octave (/is multiplied

by a factor of 2, and 20 log 2 = 6 dB), or 20 dB per decade. The intersection

of the two asymptotes occurs at the “corner” frequency / = f0J where Ai is

down by 3 dB. Hence /* is also called the 3-dB frequency.

Earlier, we neglected, the current delivered directly to the output through

gvc and Cc . Now we may see that this approximation is justified. - Consider,

say, the current through Cc . The magnitude of this current is wC-W.,
whereas the current due to the controlled generator is gmVb '

e . The ratio of

currents is oiCc/gm . At the highest frequency of interest /y, we have, from
Eq. (11-30), using the typical values from page 349,

uCc = %rfTCc = Cc

gm gm Ce + Cc
0.03

In a similar way the current delivered to the output through gb * c may be shown
to be negligible.

Measurement of /y The frequency fT is often inconveniently high to

allow a direct experimental determination of /y. However, a procedure is

available which allows a measurement of/y at an appreciably lower frequency.

We note from Eq. (11-28) that, for/^/3, we may neglect the unity in the

denominator and write \Ai\f ^ h/effi = fT from Eq. (11-30). Accordingly, at

some particular frequency/i (say, /1 is five or ten times/*), we measure the gain

\An\. The parameter fT may be calculated now from /y =/i|An|. In the

case of our typical transistor, for which fT = 80 MHz and/3 = 1.6 MHz, the

frequency fx may be fi = 5 X 1.6 = 8.0 MHz, a much more convenient fre-

quency than 80 MHz.
The experimentally determined value of /y is used to calculate the value

of Ce in the hybrid-II circuit. From Eq. (11-30)

Ce (11-32)

11-7 CURRENT GAIN WITH RESISTIVE LOAD

To minimize the complications which result when the load resistor Rh in Fig.

11-5 is not zero, we find it convenient to deal with the parallel combination

of gw

c

and Cc ,
using Miller's theorem of Sec. 8-11. We identify Vb > e with V x

in Fig. 8-17 and Vce with V 2 . On this basis the circuit of Fig. 11-5 may be
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Fig. 11-9 (a) Approximate equivalent circuit for calculation of response of a

transistor amplifier stage with a resistive load; (b) further simplification of the

equivalent circuit.

replaced by the circuit of Fig. ll-9a. Hence K = Vce/Vb >
e . This circuit is

still rather complicated because it has two independent time constants, one
associated with the input circuit and one associated with the output. We
now show that in a practical situation the output time constant is negligible

in comparison with the input time constant, and may be ignored. Let us
therefore delete the output capacitance Cc(K - 1 )/K, consider the resultant

circuit, and then show that the reintroduction of the output capacitance makes
no significant change in the performance of the circuit. We assume here that
K is independent of frequency.

Since K = Vce/Vb >
e is (approximately) the voltage gain, we normally have

\K\ » 1- Hence gb *
e(K - l)/K ~ gb >

e . Since gVe « gce (?V C ~ 4 M and
rce ~ 80 K), we may omit gb >

c from Fig. ll-9a. In a wideband amplifier,

Rl seldom exceeds 2 K. The conductance gcc may be neglected compared with
Rl ,

and the output circuit consists of the current generator gmVb >
e feeding

the load RL ,
as indicated in Fig. 11-96. Even if the above approximations

were not valid for some particular transistor or load, the analysis to follow

is still valid provided that RL is interpreted as the parallel combination of

the collector-circuit resistor, rcc and ?v c .

By inspection of Fig. 11-96, K = Vcc 'Vb ,
c = ~gmRL . For gm = 50mA/V

and Rl = 2,000 ft, K = —100. For this maximum value of K, conductance
9b * — K) ~ 0.025 mA/V is negligible compared with gb >

e ~ 1 mA/V. Hence
the circuit of Fig. ll-9a is reduced to that shown in Fig. 11-96. The load
resistance RL has been restricted to a maximum value of 2 K because, at

values of RL much above 2,000 ft, the capacitance Cc ( 1 + gmRL) becomes
excessively large and the bandpass correspondingly small.
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Now let us return to the capacitance Cc(K - 1) K « Cc ,
which we

neglected above. For RL = 2,000 fi,

RlCc = 2 X 10 1 X 3 X 10- 12 = 6 X 10- 9
s = 6 ns

The input time constant is

?v e[Ce + C0 ( 1 + (jmRL)} = 10 3 (100 + 3 X 101) 10
— 12 s = 403 ns

It is therefore apparent that the bandpass of the amplifier will be determined
by the time constant of the input circuit and that, in the useful frequency
range of the stage, the capacitance Cc will not make itself felt in the output
ciicuit. Of course, if the transistor works into a highly capacitive load, this
capacitance w ill have to be taken into account, and it then might happen
that the output time constant will predominate.

The circuit of Fig. 11-96 is different from the circuit of Fig. 11-6 only
in that a load RL has been included and Cc has been augmented by gmRLCc .

To the accuracy of our approximations, the low-frequency current gain Aj„
under load is equal to (— ht.

)

the low-frequency gain A io with output shorted.
However, the 3-dB frequency is now/// (rather than/^), where

j* 1 Qb'e
11

‘2irrb' CC 2ttC

where

C = Ce + Cc { 1 + ffmH/,)

Therefore Ai is given by Eq. (11-28), and /j replaced by///.

(11-33)

(11-34)

11-8 SINGLE-STAGE CE TRANSISTOR AMPLIFIER RESPONSE

In the preceding sections we assume that the transistor is driven from an ideal
current source, that is, a source of infinite resistance. Wb now' remove this
restriction and consider that the source V„ has a finite resistance R„. The
equivalent circuit from which to obtain the response is shown in Fig. 11-10.
This circuit is obtained from Fig. 11-5 by adding Vs in series with Rs between
B and E and by omitting rcc = 1, gce and = 1/gve ,

since they are much
greater than RL .

The Transfer Function We wish to calculate the transfer function V0/V,
as a function of the complex-frequency (or Laplace transform) variable s.

Introducing R'a = Rs + ?
-

bb , = 1 /G'„ and noting that the admittance of a
capacitance C is sC, we obtain the following KCL equations at nodes B' and C,
respectively (the so-called nodal equations)

:

G'V. = [G’
a + gb . e + s(Ce + Cc)]Vb,e - sCcV0

0 = (gm - sCc)Vb .e + + sC^j V0

(11-35)

(11-36)
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Fig. 11-10 Equivalent circuit for frequency analysis of CE amplifier stage

driven from a voltage source.

Solving Eqs. (11-35) and (11-36), we find

Vo -G'sRL (gm - sCc)

V, S^CoCcRl + s[(7a + Cc + CcRligm + Qb'e + <?()] + G's + Qb’e

(11-37)

The above equation is of the form

A . Vo _ Ki(fi - So)
Va Va (s - Si) (s - s 2)

(11-38)

We thus see that the transfer function of the single CE transistor at high

frequencies has one zero sG = gm/Cc and two poles Si and s 2 . These poles are

calculated by finding the roots of the denominator of Eq. (11-37). Also from

this equation it follows that Ki = GaRLCc/CeCcRL = G'a/Ce .

For the numerical values indicated in Fig. 11-10 and with gm = 50 mA/V,
we find

K x = 6.67 X 10 7 s0 = 1.67 X 10 9 rad/s

si = -1.75 X 10 7 rad/s s 2 = -7.30 X 10 8 rad/s

The magnitude and the phase of the transfer function [obtained from Eq.

(11-37) with s = jw = j2irf] are plotted in Fig. 11-11. The 3-dB frequency is

found to be 2.8 MHz.

Approximate Analysis We can obtain a very simple approximate expres-

sion for the transfer function by applying Miller's theorem to the circuit of

Fig. 11-10. Proceeding as in Sec. 11-7, we obtain the circuit of Fig. 11-12, with

K = Vce/Vb * e . Since \K\ 1, the output capacitance is Cc and the output

time constant is CcRL = 6 ns, as in Sec. 11-7. Neglecting Cc) it follows that

K = — gmRL and the-input capacitance is

C = Ce + Cc ( 1 + gmRL) = 100 + (3) (101) = 403 pF (11-39)
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Fig. 11-11 Magnitude in decibels and phase response for

two-pole and single-pole transfer functions.

The input-loop resistance is

R = R'B \\n'e =
1

G'a + 9b'

e

1

1/150 + 1/1,000
= 130 n (11-40)

and the input time constant is (130) (403) ps = 53 ns. Since this time constant

is almost eight times as large as the output time constant, we assume, as in

Sec. 11-7, that the bandpass of the amplifier is determined by the input time

constant alone. Neglecting the output time constant and using K = —gmRL ,

the transfer function obtained from Fig. 11-12 is

VQ _ ~9m.RhG,

i

7.
“

GJ + gb'e + sC

which is of the form

(11-41)

Aye (11-42)

and therefore is a one-pole approximation for the transfer function. The
pole is given by s = Si, where

G's + Qb’e _ — 1

C ~ RC (11-43)

-1
Sl “

(130) (403 X 10- 12
)

-1.90 X 10 7 rad/s

or
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Rl

(2 K)

Y, E

Fig. 11-12 The equivalent circuit of the CE amplifier stage, using the Miller

effect.

To find the frequency response, let s = j2irf, and Eq. (11-42) becomes

K t -K, 1^ V
‘ fiirf — Si Si 1 — j2rf/si

The magnitude of voltage gain as a function of frequency is

\Ay,\ =
Kt
Sl [1 + (2ir//si)*]t

and the phase lead angle is

(11-44)

(11-45)

9 1 — ir — arctan
|si|

(11-46)

The phase angle — ir results from the fact that both K s and s t are negative,
and hence that —K 2/si is negative.

The upper 3-dB frequency fH occurs when the gain drops to l/\/2 of

its low-frequency value. Hence

hi = 1
JH

2tt 2ttRC

1.90 X 107

2tt
Hz = 3.0 MHz (11-47)

Note that the upper 3-dB frequency of a single-pole circuit is given by 1/(27rr),

where r is the time constant of the circuit. The magnitude and phase as given
by Eq. (11-44) are plotted in Fig. 11-11. A comparison of the two-pole with
the one-pole curves shows that the value obtained with the more exact two-
pole model is fH = 2.8 MHz. The error in the single-pole value of 3.0 MHz
is about 7 percent; and hence it is not necessary to use the more complicated
two-pole solution.

The Miller Input Impedance 5 In the Miller capacitance C we used the

low-frequency value of \K\ = gmR h . Since this is the maximum value of K
}

too large a value of C is used
7
and we should expect to obtain too small a value
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of fn- However, as noted above, the single-pole approximation gives too large

a value of/2 (3.0 MHz instead of the correct value of 2.8 MHz). This apparent
anomaly is resolved if we take into account the frequency dependence of K in

calculating the input admittance Y{ . From Fig. 11-12

Vve = = MCe + Cc ( 1
- K)] (11-48)

Since \K\ » 1 even at the 3-dB frequency, the output circuit consists of a
capacitor Cc in parallel with RL . Hence

K = V0

and

QmRL
Yb'e j0>Cc + 1/Rl 1 -Y JCoCcRl

Qm

Y< = ju ce + af ( 1
I

QviRl \
c

V 1 +j<*CcRL)_

(11-49)

(11-50)

If we consider the input to consist of a capacitor Ci in parallel with a resistor

Rij then

Y i — jcoCi +

From Eq. (11-50) it follows that

Ci — Ce + Cc + QmRl.Cc

and
1 + a*C*Rz}

Ri
gm

+ rfCSRs)

(11-51)

(11-52)

(11-53)

At the frequency/// = 3.0 X 10 6 Hz,

u 2Cc
2Rl

2 = [(2tt)(3 X 10 6
) (3 X 10“ 12

) (2 X 10 3
)]

2 = 0.0128

Hence, for 0 < / < fH , Ci remains essentially constant at its zero frequency
value of C = Cc + Cc ( 1 + QmRh) ?

whereas Ri decreases from infinity to

[1/(50 X 10_3)](1 + 1/0.0128) = 1,590 £2. This value is comparable with
rb >e = 1,000 £2, and hence the Miller input resistance reduces the value of

Vh >
e/V 8 ,

and hence also VQ/V8 . This explains why the bandwidth obtained
with the two-pole exact transfer function is more conservative (smaller by
approximately 7 percent, as seen from Fig. 11-11) than the value obtained
from the single-pole approximation. For most applications the approximate
single-pole transfer function is sufficiently accurate for bandwidth calculations.

11-9 THE GAIN-BANDWIDTH PRODUCT

Using the approximate single-pole transfer function obtained from Fig. 11-96

(with R6 + rw added to the input circuit), it is found in Prob. 11-17 that
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the gain-bandwidth product for voltage and current is, respectively,

14 f I
_ y™ BL _ fT

1
V‘°JH

' 2wC R, + rw 1 + 2irfrCJtL R. + rw
, R

(11 '54)

=
1 + 2HfrCJlL R. +' rw

The quantities///, Aiao ,
and Aye0) which characterize the transistor stage,

depend on both RL and Rs . The form of this dependence, as well as the order

of magnitude of these quantities, may be seen in Fig, 11-13. Here/*/ has been
plotted as a function of RL ,

up to RL = 2,000 Q, for several values of R e . The
topmost//* curve in Fig. 11-13 for R e

— 0 corresponds to ideal-voltage-source

drive. The voltage gain ranges from zero at RL = 0 to 90.9 at RL = 2,000 fl.

Note that a source impedance of only 100 fl reduces the bandwidth by a
factor of about 1.8. The bottom curve has R s = 00 and corresponds to the

ideal current source. The voltage gain is zero for all RL if Ra = oo
. For any

Rl the bandwidth is highest for lowest R e . The voltage-gain-bandwidth

Fig. 11-13 Bandwidth/// as a function of RLf with source resistance

as a parameter, for an amplifier consisting of one CE transistor

whose parameters are given in Sec. 11-1. Also, the gain-bandwidth

product for a 50-fl source is plotted. The tabulated values of

\Av*0
\

correspond to RL = 2,000 ft and to the values of Rs on

the curves.
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product increases with increasing RL and decreases with increasing R s . Even
if we know the gain-bandwidth product at a particular R e and RL} we cannot

use the product to determine the improvement, say, in bandwidth correspond-

ing to a sacrifice in gain. For if we change the gain by changing R s or RL or

both, generally, the gain-bandwidth product will no longer be the same as it

had been.

Summary The high-frequency response of a transistor amplifier is

obtained in this chapter in terms of the transistor parameters gmj rb *
e} rbb

Ce ,
and Cc . We shall now show that these may be obtained from the four

independent parameters h/6} fa, h ie ,
and CD = C

From the operating current Ic and the temperature T
,
the transconduc-

tance is obtained [Eqs. (11-16)] as gm = |ic|/Fr and is independent of the

particular device under consideration. Knowing gmy we can find, from Eqs.

(11-16) and (11-23),

kfe 7 g-m
Tb t e — Tbb f — hie Tb '

e C e —
' ^ 7r

gm *TTjT

If R s and RL are given, all quantities in Eq. (11-37) or (11-41) are known.

We have therefore verified that the frequency response may be determined

from the four parameters hfe, fTj hiej and Cc . Hence these four are usually

specified by manufacturers of high-frequency transistors.

11-10 EMITTER FOLLOWER AT HIGH FREQUENCIES

In this section we examine the high-frequency response of the emitter follower

shown in Fig. ll-14a. A capacitance CL is included across the load because

the emitter follower (due to its low output resistance) is often used to drive

capacitive loads.

Writing nodal equations at the nodes B' and E
}
respectively, we have

G’sVs = [GI + gb 'e + s(Cc + C,)]Vi - (gb< e + sCe)Ve (11-55)

0 = — (g + sCe)F(. + + — + s(Ce + Cl)
j

Ve (11-56)

where

G' = p and g = gm + gb r e (11-57)
tts + rbb

If V'i is eliminated from these equations, the voltage gain Ve/V8 as a function

of s is obtained. The result, of the form given in Eq. (11-38), has one zero

and two poles. The exact solution can be found by proceeding as in Sec. 11-8

(Prob. 11-18).
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Fig. 11-14 (a) Emitter follower, (b) High-frequency equivalent

circuit of emitter follower.

Single-pole Solution We can obtain a very simple approximate expres-
sion for the transfer function by applying Miller's theorem to the circuit of

Fig. 11-146. With K = Ve/1
7*. we obtain the circuit of Fig. 11-15.

The low-frequency gain of an emitter follower is close to unity: K « 1

and 1 — K ~ 0. Hence the input time constant n ~ (R s + r^Cc The out-
put time constant t0 is proportional to Cl, and since we have assumed that the
load is highly capacitive, then r0 » Ti . Hence the upper 3-dB frequency is

determined, to a good approximation, by the output circuit alone. Using
K = 1, we obtain

y _ Qm Vb' 6 _ gmRL(Vi — Fg)
6

1/Rl + JuCl 1 + JooClRl

Solving for Ve/V' = K, we obtain

y gmRL 1 Ko
1 + gmRL 1 + jf/fn 1 + jflfu

(11-58)

(11-59)
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where

jr gmRL
0 ~

1 + gJtL ~= 1 (11-60)

and

X 1 + Q™Rl
lH -

2ttClRl ~
Qm

2ttCl

frCe

CL
(11-61)

and fT is given by Eq. (11-30). Since fH = 1/2trr0 ,
we see that r0 = CL ;

gm ,

and the condition r0 » n requires

CL » gm (Rs + rbb')Cc (11-62)

For the parameter values in Fig. 11-14 and gm = 50 mA/V, this condition is

CL » (50) (150) (3) = 23 pF.

Since the input impedance between terminals B f and C is very large

compared with R a + r&&', then K also represents the overall voltage gain

Avs = Ve/V8 . Incidentally, a somewhat better approximation for fH is given
in Prob. 11-20, where we find

f _ 9™ + gb>e
JH

2tr(CL + Ce)

(11-63)

Input Admittance We can find the input admittance (excluding rw) by
referring to Fig. 11-15.

4 = MC. + (1 - K)C.] + (1 - K)gVe
¥

i

Substituting K from Eq. (11-59) in this equation, we find

Y'i = j2irfCc + (gv e + j2irfCe)
-

—

^
+° (11-64)

Fig. 11-15 The equivalent circuit of the emitter follower, using Miller’s theorem.
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Since Kc ~ 1, the numerator of Eq. (11-64) is affected by frequency at a
much lower value off than is the denominator. Hence, for / < fH ,

Eq. (11-64)

can be written

Y'< « j2rfCc + (gv, + j%r}Ce
)
(l - K, + £)

« j2rf[Cc + (1 - Ka)Ce] + gVe (1 - K0) + jgv.
L - 2rf ~
JH JH

(11-65)

where the last term represents a negative resistance which is a function of

frequency. Thus, the input impedance consists of a capacitance shunted by a
negative resistance and if the source resistance R s contains some inductance in

series with it, it is possible for the circuit to sustain undesirable oscillations.

One way to remedy this condition is to use a small resistance in series with R s .
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REVIEW QUESTIONS

11-1 Draw the small-signal high-frequency CE model of a transistor.

11-2 (a) What is the physical origin of the two capacitors in the hybrid- 7r model?

(6) What is the order of magnitude of each capacitance?

11-3 What is the order of magnitude of each resistance in the hybrid- 7r model?
11-4 How does gm vary with (a) |/c |; (6) \VCe\'} (c) T?
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11-5 Prove that h/c = gmrb>€ .

11-6 (a) Prove that hie = rbb + rb. e . (b) Assuming rbb,<<irb ,
CJ how does rb , e

vary with |/c |?

11-7 (a) How does Ce vary with ]/c
|

and \VC b\? ( b ) How does Cc vary with

\Ic\ and \Vcb\1

11-8 Derive the expression for the CE short-circuit current gain Ai as a function

of frequency.

11-9 (a) Define (b) Define Jt. (c ) What is the relationship between fp

and /t?

11-10 Consider a CE stage with a resistive load #i,. Using Miller's theorem,

what is the midband input capacitance? (b) Assuming the output time constant is

small compared with the input time constant, what is the high 3-dB frequency fH for

the current gain?

11-11 Explain why the 3-dB frequency for current gain is not the same as fH for

voltage gain.

11-12 In terms of what four parameters is the high-frequency response of a CE
stage obtained?

11-13 Draw the small-signal equivalent circuit for an emitter-follower stage at

high frequencies.



/MULTISTAGE

/ AMPLIFIERS

Frequently, the need arises for amplifying a signal with a minimum
of distortion. Under these circumstances the active devices involved
must operate linearly. In the analysis of such circuits the first step is

the replacement of the actual circuit by a linear model. Thereafter
it becomes a matter of circuit analysis to determine the distortion
produced by the transmission characteristics of the linear network.

The frequency range of the amplifiers discussed in this chapter
extends from a few cycles per second (hertz), or possibly from zero,
up to some tens of megahertz. The original impetus for the study
of such wideband amplifiers was supplied because they were needed
to amplify the pulses occurring in a television signal. Therefore such
amplifiers are often referred to as video amplifiers . Basic amplifier
circuits are discussed here.

In this chapter, then, we consider the following problem: Given
a low-level input waveform which is not necessarily sinusoidal but
may contain frequency components from a few hertz to a few mega-
hertz, how can this voltage signal be amplified with a minimum of
distortion?

We also discuss many topics associated with the general problem
of amplification, such as the classification of amplifiers, hum and noise
in amplifiers, etc.

12-1 CLASSIFICATION OF AMPLIFIERS

Amplifiers are described in many ways, according to their frequency
range, the method of operation, the ultimate use, the type of load,
the method of interstage coupling, etc. The frequency classification
includes dc (from zero frequency), audio (20 Hz to 20 kHz), video or

372
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pulse (up to a few megahertz), radio-frequency (a few kilohertz to hundreds of

megahertz), and ultrahigh-frequency (hundreds or thousands of megahertz)

amplifiers.

The position of the quiescent point and the extent of the characteristic

that is being used determine the method of operation. Whether the transistor

or FET is operated as a Class A, Class AB, Class B, or Class C amplifier is

determined from the following definitions.

Class A A Class A amplifier is one in which the operating point and the

input signal are such that the current in the output circuit (in the collector,

or drain electrode) flows at all times. A Class A amplifier operates essentially

over a linear portion of its characteristic.

Class B A Class B amplifier is one in which the operating point is at an

extreme end of its characteristic, so that the quiescent power is -very small.

Hence either the quiescent current or the quiescent voltage is approximately

zero. If the signal voltage is sinusoidal, amplification takes place for only

one-half a cycle. For example, if the quiescent output-circuit current is zero,

this current will remain zero for one-half a cycle.

Class AB A Class AB amplifier is one operating between the two extremes

defined for Class A and Class B. Hence the output signal is zero for part but

less than one-half of an input sinusoidal signal cycle.

Class C A Class C amplifier is one in which the operating point is chosen

so that the output current (or voltage) is zero for more than one-half of an

input sinusoidal signal cycle.

Amplifier Applications The classification according to use includes

voltage, power, current, or general-purpose amplifiers. In general, the load

of an amplifier is an impedance. The two most important special cases are

the idealized resistive load and the tuned circuit operating near its resonant

frequency.

Class AB and Class B operation are used with untuned power amplifiers

(Chap. 18), whereas Class C operation is used with tuned radio-frequency

amplifiers. Many important waveshaping functions may be performed by

Class B or C overdriven amplifiers. This chapter considers only the untuned

audio or video voltage amplifier with a resistive load operated in Class A.

12-2 DISTORTION IN AMPLIFIERS

The application of a sinusoidal signal to the input of an ideal Class A amplifier

will result in a sinusoidal output wave. Generally, the output waveform is

not an exact replica of the input-signal waveform because of various types of
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distortion that may arise, either from the inherent nonlinearity in the char-
acteristics of the transistors or FETs or from the influence of the associated
circuit. The types of distortion that may exist either separately or simultane-
ously are called nonlinear distortion

,
frequency distortion

,
and delay or 'phase-

shift distortion .

Nonlinear Distortion This type of distortion results from the production
of new frequencies in the output which are not present in the input signal.

These new frequencies, or harmonics, result from the existence of a nonlinear
dynamic curve for the active device; they are considered in some detail in

Secs. 18-2 and 18-3. This distortion is sometimes referred to as “amplitude
distortion.”

Frequency Distortion This type of distortion exists when the signal

components of different frequencies are amplified differently. In either a
transistor or a FET this distortion may be caused by the internal device
capacitances, or it may arise because the associated circuit (for example, the
coupling components or the load) is reactive. Under these circumstances,
the gain A is a complex number whose magnitude and phase angle depend
upon the frequency of the impressed signal. A plot of gain (magnitude) vs.

frequency of an amplifier is called the amplitude frequency-response character-

istic. Such a plot for a single-stage transistor amplifier with a resistive load is

indicated in Fig. 11-11. If the frequency-response characteristic is not a
horizontal straight line over the range of frequencies under consideration, the
circuit is said to exhibit frequency distortion over this range.

Phase-shift Distortion Phase-shift distortion results from unequal phase
shifts of signals of different frequencies. This distortion is due to the fact

that the phase- angle of the complex gain A depends upon the frequency.

12-3 FREQUENCY RESPONSE OF AN AMPLIFIER

A criterion which may be used to compare one amplifier with another with
respect to fidelity of reproduction of the input signal is suggested by the
following considerations: Any arbitrary waveform of engineering importance
may be resolved into a Fourier spectrum. If the waveform is periodic, the
spectrum will consist of a series of sines and cosines whose frequencies are all

integral multiples of a fundamental frequency. The fundamental frequency
is the reciprocal of the time which must elapse before the waveform repeats
itself. If the waveform is not periodic, the fundamental period extends in a
sense from a time — to a time + oo

. The fundamental frequency is then
infinitesimally small; the frequencies of successive terms in the Fourier series

differ by an infinitesimal amount rather than by a finite amount; and the



Sec. 72-3 MULTISTAGE AMPLIFIERS / 375

Fourier series becomes instead a Fourier integral. In either case the spectrum

includes terms whose frequencies extend, in the general case, from zero fre-

quency to infinity.

Fidelity Considerations Consider a sinusoidal signal of angular fre-

quency ca represented by Vm sin (cat + 0). If the voltage gain of the amplifier

has a magnitude A and if the signal suffers a phase change (lead angle) 8
,
then

the output will be

AVW sin (cat + 0 + 8) = AVm sin + 0

Therefore, if the amplification A is independent of frequency and if the phase

shift 8 is proportional to frequency (or is zero), then the amplifier will preserve the

form of the input signal
,
although the signal will he shifted in time by an amount

D = 8/a).

This discussion suggests that the extent to which an amplifier's amplitude

response is not uniform, and its time delay is not constant with frequency,

may serve as a measure of the lack of fidelity to be anticipated in it. In

principle, it is not necessary to specify both amplitude and delay response

since, for most practical circuits, the two are related and, one having been

specified, the other is uniquely determined. However, in particular cases, it

may well be that either the time-delay or amplitude response is the more

sensitive indicator of frequency distortion.

For an amplifier stage the frequency characteristics may be divided into

three regions: There is a range, called the midhand frequencies, over which the

amplification is reasonably constant and equal to A 0 and over which the delay

is also quite constant. For the present discussion we assume that the midband

gain is normalized to unity, A 0 = 1. In the second (low-frequency) region,

below midband, an amplifier stage may behave like the simple high-pass

circuit of Fig. 12-1. The response decreases with decreasing frequency, and

the output usually approaches zero at dc (/ = 0). In the third (high-fre-

quency) region, above midband, the circuit often behaves like the simple low-

pass network of Fig. 12-2, and the response decreases with increasing fre-

quency. The total frequency characteristic, indicated in Fig. 12-3 for all three

regions, will now be discussed.

Low-frequency Response From the circuit of Fig. 12-1, we find, using

the complex variable s
,

Vo(8) = Vi(s)Ri __ y / \ ®

R, + 1/sCi
lW

s + 1/fliCi
(12- 1 )

Thus the voltage transfer function at low frequencies, A L (s) = 70 (s) F*(s),

has one zero at s = 0 and one pole at s = ~1/R\C\, For real frequencies
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•r
Vt

T*
Vo

1-

Fig. 12-1 A high-pass RC circuit used to calculate

the low-frequency response of an amplifier.

(s = jcj = j2jrf)

,

Eq. (12-1) becomes

Mjf) =
1 -Kh/f) (12-2)

where

“ 2r£iCi (12‘3)

The magnitude and the phase lead. Ql of the gain are given by

=
Vi + {h/w °L

= arctan
7 (12-4)

At the frequency / = /l, A l = 1/V2 = 0.707, whereas in the midband
region (/» /l), Al — 1. Hence /l is that frequency at which the gain has
fallen to 0.707 times its midband value A 0 . This drop in signal level cor-

responds to a decibel reduction of 20 log (1/V2), or 3 dB. Accordingly, fL
is referred to as the lower 3-dB frequency. From Eq. (12-3) we see that fL is

that frequency for which the resistance Ri equals the capacitive reactance
1/2rf,A.

High-frequency Response In the high-frequency region, above the mid-
band, the amplifier stage can often be approximated by the simple low-pass
circuit of Fig. 12-2. Such is the case, for example, for the CE transistor stage
if we use the Miller approximation (Sec. 11-8). In terms of the complex
variable s, we find

VM = 1/eCt

R2 I/SC2
Vi(8) = 1

1 + 57^2^2
Vi(8) (12-5)

(a) (&>

Fig. 12-2 (a) A low-pass

RC circuit used to calcu-

late the high-frequency

response of an amplifier,

(b) The Norton’s equiva-

lent of the circuit in (a),

where I = Vi/R 2 .
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Hence the transfer function in this region has a single pole of s = — l/RzCz-

For real frequencies (s = jo> = j2irf) we obtain for the magnitude

\AH (jf)\ = IVoW/VMl'^rf

and for the phase lead angle dH of the gain in the high-frequency region,

\AH (jf)\
=
Vl + Wh )

2
Qh = — arctan —

Jh

where

Sh —
2ttR 2C 2

(12-6)

(12-7)

Since at / = fH the gain is reduced to 1/V2 times its midband value, then fH

is called the upper 3-dB frequency. It also represents that frequency at which

the resistance R 2 equals the capacitive reactance 1/27rfHCz. In the above

expressions dL and dH represent the angle by which the output leads the input,

neglecting the initial 180° phase shift through the amplifier. The frequency

dependence of the gains in the high- and low-frequency range is to be seen in

Fig. 12-3. Such characteristics, called Bode plots
,
are discussed in detail in the

following section.

Fig. 12-3 A log-log plot of the amplitude frequency-response (Bode) charac-

teristic of an 72C-coupIed amplifier. The dashed curve is the idealized Bode

plot.
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Bandwidth The frequency range from fL to /„ is called the bandwidth
of the amplifier stage. We may anticipate in a general way that a signal, all
of whose Fourier components of appreciable amplitude lie well within the
range /z, to/h, will pass through the stage without excessive distortion. This
criterion must be applied, however, with caution.

12-4 BODE PLOTS 1

The frequency response of an amplifier (or any linear network) is indicated
by plotting two curves: (1) the magnitude of the transfer gain and (2) the
phase-lead angle as a function of frequency. These characteristics are called
Bode plots. We shall now demonstrate that these curves may be approximated
by piecewise linear regions. These interconnected straight-line characteristics
are referred to as idealized Bode plots.

Single-pole Transfer Function A one-pole transfer gain is of the form
given in Eq. (12-5), or with s = j'2irf and with fp equal to the frequency of the
pole,

Mjf) =
TTW, (

12-8 )

The magnitude in decibels is

M-l(dB) = 20 log \A\ =20 log A 0

or

-* h*V,+ 0*

|A|(dB) =
20 log A 0

20 log A 0 20 log £
Jp

if f « 1
JP

if f » 1

(12-9)

(12-10 )

These equations are plotted on log-log paper (that is, 20 log |4| versus
log f/fp) in Fig. 12-4. For frequencies below the pole frequency/,,

(f/fv < l)
;

the characteristic is asymptotic to the horizontal line 20 log A„. For fre-
quencies above /„ (/,/„ > 1), Eq. (12-10) indicates that the curve of the gain
magnitude in decibels asymptotically approaches a straight line whose slope is
-20 dB per decade of frequency (///„ = 10), or -6 dB per octave (///„ = 2).
The Bode characteristic is drawn in Fig. 12-4, where the asymptotes are shown
as shaded straight lines. Note that for / = /„, both asymptotic relationships
in Eq. (12-10) yield

|
A

\

(dB) = 20 log A 0 . Hence, the two lines intersect at
f = fp as indicated in Fig. 12-4 and the 3-dB frequency fP is also called the
corner frequency.

Since A 0 and fp are known, the two asymptotes can be easily located.
The true Bode characteristic can then be sketched in simply by noting the
deviations listed in the table given in Fig. 12-4. For example, the true
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M,

Fig. 12-4 Bode plots of a single-pole low-pass amplifier. The piecewise

linear approximations are shown shaded.

response curve is 3 dB below the idealized Bode plot at / = fp ;
is 1 dB below

at / = 0.5fp) etc.

The phase-shift angle 6 of the single-pole transfer function is given by

/
arctan j-

Jp
(12

- 11 )

For / « fV) 8 — 0°, and for /» fP) 8 - 90°. At / = fp,
8 = -45°. In view

of these facts, a piecewise linear approximation to the phase characteristic is

constructed as follows: The two asymptotes are the horizontal lines 8 = 0°

for 0 < f/fp <0.1 and 6 = —90° for f/fp > 10. These are joined by a line

of slope —45° per decade passing through Q = —45° at / = fp . In other

words this line passes through the points 0 = 0°,/= 0.1/p and 8 = —90°,

/ = 10/p. This broken-line Bode phase characteristic is indicated shaded in

Fig. 12-4. The table shows that the idealized Bode plot differs from the true

characteristic by less than 6° everywhere.

Single-zero Transfer Function For the transfer gain with one zero at fZ}

A(jf) = A 0 ^l (12-12)

The magnitude in decibels is

|4|(dB) = 20 log \A\ = 20 log A0 + 20 log ^jl + (12-13)
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or

r 20 log A0 if /«/,
|

A| (dB ) -
|

gQ lQg Ag + 20 log / if/>> fz
(12-14)

For frequencies below the zero frequency /, (f
;
fz < 1), the characteristic is

asymptotic to the horizontal line 20 log A„. For frequencies above /* (///, > 1),

Eq. (12-14) indicates that the curve of \A\ (dB) asymptotically approaches a

straight line whose slope is +20 dB per decade, or +6 dB per octave. The
Bode characteristic is drawn in Fig. 12-5, where the asymptotes are shown as

shaded straight lines. As indicated in connection with the one-pole function,

we can quickly sketch the true Bode single-zero characteristic from the two
asymptotes determined by A 0 and fz .

The phase angle 9 of the single-zero transfer gain is given by

9 = + arctan (12-15)

For /<</,, 9-^0, and for f»fz,
9^ +90°. At / = /„ 9 = +45°. Hence

the piecewise linear phase approximation is obtained as follows: The two
asymptotes are the horizontal lines 9 = 0° for 0 4 f,% <0.1 and 9 = +90°
for///* > 10. These are joined by a line of slope +45° per decade passing
through 9 = +45° at / = fz . The broken-line Bode plot and the true phase
characteristic are indicated in Fig. 12-5.

+90

+45

0

TJ

Fig. 12-5 Bode plots of single-zero transfer function. The piecewise linear

approximations are shown shaded.
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The single-zero transfer gain is unrealistic because it indicates a response

which increases without limit as/— oo. A practical circuit has a transfer

characteristic consisting of one or more zeros and simultaneously one or more
poles, but with the number of poles larger than the number of zeros. It is the

poles which determine the upper and lower 3-dB frequencies.

Two-pole Transfer Function A transfer gain with one pole at fpl and a

second at fp2 is given by

A(jf) =
[1 + +JWM) (12' 16)

The magnitude in decibels is

|A|(dB) = 20 log A 0

Proceeding as above, we conclude that the first term is a horizontal straight

line, the second term has an asymptote passing through / = fv i with a slope

of —20 dB per decade, or — 6 dB per octave, and the third term has an asymp-
tote passing through / = fp2 with the same slope. These lines are shown
dashed in Fig. 12-6a, and the sum of the three asymptotes, given by the solid-

broken-line continuous curve, is the resultant idealized Bode plot. Note that
it has been assumed that fp2 > fP i. For / > fp2 the resultant slope is —40 dB
per decade, or — 12 dB per octave.

The phase response is given by

e
f f— arctan arctan ~
Jp 1 Jp2

(12-18)

The linearized Bode plot is obtained by considering each term in Eq. (12-18)

separately and proceeding as in Fig. 12-66. The contribution to the phase 6

by each pole is indicated separately by the dashed lines. For example, the
curve marked d 2 corresponds to the pole at /p2 . Consistent with the above
discussion 82 = 0 for / < 0.1fp2 and 6 = —90° for / > 10/P2, and 62 decreases
by 45° per decade for 0.1/p2 < / < 10fp2 . At / = fp2} d2 = -45°. The
resultant phase at any frequency is the sum of the two dashed curves at that
frequency and is indicated by the shaded-broken-line plot. (Figure 12-6 is

drawn for the special case where fp2 = 5fpi.)
The true (not linearized) Bode plot may be obtained by using the table

in Fig. 12-4. The two individual curves corresponding to break points at

fp i and fp

2

are drawn and then are added to obtain the resultant Bode ampli-
tude (Prob. 12-5). The Bode phase response is obtained in an analogous
manner by using the table in Fig. 12-4 to correct the piecewise linear phase
lines.
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Fig. 12-6 (a) The idealized Bode amplitude plots for a two-pole transfer

function. The individual asymptotes for each pole are shown dashed,

and the resultant is drawn as a solid continuous broken-line plot, (b)

Phase-response Bode plot for (a).

The Dominant Pole If in Eq. (12-16) fpl is much smaller than /p2 ,
the

above discussion in connection with Tig. 12-6 indicates that the upper 3-dB
frequency is given approximately by/P i. If/p2 = 4/P i, an exact plot indicates

(Prob. 12-7) that the 3-dB frequency is only 6 percent smaller than/P i. We
conclude that if a transfer function has several poles determining the high-

frequency response
, if the smallest of these is fv i and if each other pole is at least

two octaves higher
,
then the amplifier behaves essentially as a single-time-constant

circuit whose 3-dB frequency is fp i. The frequency fpl is called the dominant

pole .

12-5 STEP RESPONSE OF AN AMPLIFIER

An alternative criterion of amplifier fidelity is the response of the amplifier

to a particular input waveform. Of all possible available waveforms, the most
generally useful is the step voltage. In terms of a circuit's response to a step,

the response to an arbitrary waveform may be written in the form of the

superposition integral. Another feature which recommends the step voltage

is the fact that this waveform is one which permits small distortions to stand

out clearly. Additionally, from an experimental viewpoint, we note that
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excellent pulse (a short step) and square-wave (a repeated step) generators

are available commercially.

As long as an amplifier can be represented by a dominant pole, the correla-

tion between its frequency response and the output waveshape for a step

input is that given below. Quite generally, even for more complicated ampli-
fier circuits, there continues to be an intimate relationship between the dis-

tortion of the leading edge of a step and the high-frequency response. Sim-
ilarly, there is a close relationship between the low-frequency response and
the distortion of the flat portion of the step. We should, of course, expect

such a relationship, since the high-frequency response measures essentially

the ability of the amplifier to respond faithfully to rapid variations in signal,

whereas the low-frequency response measures the fidelity of the amplifier for

slowly varying signals. An important feature of a step is that it is a combina-
tion of the most abrupt voltage change possible and of the slowest possible

voltage variation.

Rise Time The response of the low-pass circuit of Fig. 12-2 to a step

input of amplitude V is exponential with a time constant R 2C 2 - Since the

capacitor voltage cannot change instantaneously, the output starts from zero

and rises toward the steady-state value 7, as shown in Fig. 12-7. The output
is given by

= 7(1 — (12-19)

The time required for v0 to reach one-tenth of its final value is readily found
to be O.IR 2C 2 ,

and the time to reach nine-tenths its final value is 2.3R 2C 2 *

The difference between these two values is called the rise time t r of the circuit

and is shown in Fig. 12-7. The time t r is an indication of how fast the ampli-

fier can respond to a discontinuity in the input voltage. We have, using

Eq. (12-7),

«, - 2.2R.C, -H -
°-ff

(12-20,

Note that the rise time is inversely proportional to the upper 3-dB frequency.

For an amplifier with 1 MHz bandpass, ir = 0.35 y.s.

Fig. 12-7 Step-voltage response

of the low-pass RC circuit. The

rise time tr is indicated.
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Fig. 12-8 Pulse response for the case

fn = \/tP .

Consider a pulse of width tp . What must be the high 3-dB frequency
fn of an amplifier used to amplify this signal without excessive distortion? A
reasonable answer to this question is : Choose fh equal to the reciprocal of the
pulse width, fH = 1ft,. From Eq. (12-20) we then have tr = 0.35<„. Using
this relationship, the (shaded) pulse in Fig. 12-8 becomes distorted into the
(solid) waveform, which is clearly recognized as a pulse.

Tilt or Sag If a step of amplitude V is impressed on the high-pass circuit
of Fig. 12-1, the output is

vQ = Ve~‘IR,Cl
(12-21 )

For times t which are small compared with the time constant R VCV ,
the response

is given by

v„ « V
(12-22 )

From Fig. 12-9 we see that the output is tilted, and the percent tilt, or sag,
in time ti is given by

P - X 100 = h
RiCi

X 100% (12-23)

It is found 6 that this same expression is valid for the tilt of each half cycle
of a symmetrical square wave of peak-to-peak value V and period T provided

Fig. 12-9 The response v0, when a

step Vi is applied to a high-pass RC
circuit, exhibits a tilt.
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that we set t\ — T/2 . If / = 1/T is the frequency of the square wave, then,

using Eq. (12-3), we may express P in the form

P - me, X 100 - 2®C, X 100 -f X 100% (12-24)

Note that the tilt is directly proportional to the lower 3-dB frequency. If

we wish to pass a 50-Hz square wave with less than 10 percent sag, then fL
must not exceed 1.6 Hz.

Square-wave Testing An important experimental procedure (called

square-wave testing) is to observe with an oscilloscope the output of an amplifier

excited by a square-wave generator. It is possible to improve the response
of an amplifier by adding to it certain circuit elements, 1 which then must be
adjusted with precision. It is a great convenience to be able to adjust these

elements and to see simultaneously the effect of such an adjustment on the

amplifier output waveform. The alternative is to take data, after each succes-

sive adjustment, from which to plot the amplitude and phase responses.

Aside from the extra time consumed in this latter procedure, we have the
problem that it is usually not obvious which of the attainable amplitude and
phase responses corresponds to optimum fidelity. On the other hand, the

step response gives immediately useful information.

It is possible, by judicious selection of two square-wave frequencies, to

examine individually the high-frequency and low-frequency distortion. For
example, consider an amplifier which has a high-frequency time constant of

1 fxs and a low-frequency time constant of 0.1 s. A square wave of half

period equal to several microseconds, on an appropriately fast oscilloscope

sweep, will display the rounding of the leading edge of the waveform and will

not display the tilt. At the other extreme, a square wave of half period approxi-

mately 0.01 s on an appropriately slow sweep will display the tilt, and not the

distortion of the leading edge. Such a waveform is indicated in Fig. 12-10.

It should not be inferred from the above comparison between steady-state

and transient response that the phase and amplitude responses are of no
importance at all in the study of amplifiers. The frequency characteristics

are useful for the following reasons. In the first place, much more is known
generally about the analysis and synthesis of circuits in the frequency domain
than in the time domain, and for this reason the design of coupling networks
is often done on a frequency-response basis. Second, it is often possible to

arrive at least at a qualitative understanding of the properties of a circuit from
a study of the steady-state-response in circumstances where transient calcula-

tions are extremely cumbersome. Third, compensating an amplifier against

unwanted oscillations (Chap. 14) is accomplished in the frequency domain.
Finally, it happens occasionally that an amplifier is required whose character-

istics are specified on a frequency basis, the principal emphasis being to amplify
a sine wave.



386 / INTEGRATED ELECTRONICS Sec. 72-6
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t

Fig. 12-10 A square-wave (shaded)

input signal is distorted by an amplifier

with a lower 3-dB frequency fL . The

output (solid) waveform shows a tilt

where the input is horizontal.

12-6 BANDPASS OF CASCADED STAGES

The high 3-dB frequency for n cascaded stages is f% and equals the frequency

for which the overall voltage gain falls 3 dB to 1/V2 of its midband value.

To obtain the overall transfer function of noninteracting stages, the transfer

gains of the individual stages are multiplied together. Hence, if each stage
has a dominant pole and if the high 3-dB frequency of the ith stage is fHi ,

where
i = If 2, . . .

,w, then can be calculated from the product

vi + «//».) Vl +
"

' Vl + M/A.)’

-V5 <1M6>

For n stages with identical upper 3-dB frequencies we have

fm = fm = • • =/« = •= fHn = fa

Thus fa is calculated from

1” J_
V2[vi + (fa/fa)\

to be

££ = V2 1'" -

1

fn (12-26)

For example, for n = 2, f%/fH = 0.64. Hence two cascaded stages, each with
a bandwidth fH = 10 kHz, have an overall bandwidth of 6.4 kHz. Similarly,
three cascaded 10-kHz stages give a resultant upper 3-dB frequency of 5.1 kHz,
etc.

If the low 3-dB frequency for n identical noninteracting cascaded stages
is ft, then, corresponding to Eq. (12-26), we find

fa
~
V2 1'" - 1

(12-27)

We see that a cascade of stages has a lower fa and a higher fa than a single
stage, resulting in a shrinkage in bandwidth.

If the amplitude response for a single stage is plotted on log-log paper, the
resulting graph will approach a straight line whose slope is 6 dB per octave
both at the low and at

v

the high frequencies, as indicated in Fig. 12-3. For an
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n-stage amplifier it follows that the amplitude response falls 6n dB per octave,

or equivalently, 20n dB per decade.

Interacting Stages If in a cascade of stages the input impedance of one
stage is low enough to act as an appreciable shunt on the output impedance
of the preceding stage, then it is no longer possible to isolate stages. Under
these circumstances individual 3-dB frequencies for each stage cannot be

defined. However, when the overall transfer function of the cascade is

obtained (Sec. 12-10), it is found to contain n poles (in addition to k zeros).

If the pole frequencies are /i, . . .
,

/

2 ,
. . . ,/„, then the high 3-dB frequency

of the entire cascade/*/ is given by Eq. (12-25) (with fHi replaced by/,-), pro-

vided that the zero frequencies are much higher than the pole frequencies

(Prob. 12-14).

If the cascade has a dominant po\efD which is much smaller than all other
poles, all terms in the product in Eq. (12-25) may be neglected except the first.

It then follows that fn = fn, or the high 3-dB frequency equals the dominant-
pole frequency. (From here on we shall drop the asterisk on /£.)

Consider now the situation discussed in Sec. 12-4, where there is a dom-
inant frequency //>, a second pole whose frequency is only two octaves away,
and all other poles are at very much higher frequencies. Then Eq. (12-25)

becomes

Vl + {fn/fo)
2 Vl + (////4/z))

2 y/2

Since we expect the 3-dB frequency to be approximately equal to the dominant
frequency, substitute /# = fD into the second term in Eq. (12-28) to obtain

(12-29)

fn = 0.94//) (12-30)

This calculation verifies that the high 3-dB frequency is less than 6 percent
sma ler than the dominant frequency provided that the next higher pole fre-

quency is at least two octaves away.

If the pole frequencies are not widely separated, the result of Prob. 12-15

indicates that fH is given (to within 10 percent) by

fit
1,1

V/l 2 +
/2

2 + '
'

' +
/n

2 (12_31)

If this equation is applied to the case considered above, /i = /* and /2 = 4/c
and all other poles much higher, the result is fH = 0.89fD ,

in close agreement
with Eq. (12-30). If Eq. (12-31) is applied to the case where /i = /2 and all

other poles are much higher, then /* = 0.65/i (instead of the exact value of

OMfi). For three equal poles, Eq. (12-31) yields/* = 0.53/i (instead of the
exact value of 0.51/i).
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Step Response If the rise time of isolated individual cascaded stages is

tn, tr 2, . • • , tm and if the input waveform rise time is tro ,
then, corresponding

to Eq. (12-31) for the resultant upper 3-dB frequency, we have that the output-
signal rise time tr is given (to within 10 percent) by

tr = 1.1 Vtro 2 + trl
2 + W + * *

' + trn
2

(12-32)

If, upon application of a voltage step, one circuit produces a tilt of Pi
percent and if a second stage gives a tilt of P 2 percent, the effect of cascading
these two noninteracting circuits is to produce a tilt of Pi + P 2 percent. This
result applies only if the individual tilts and the combined tilt are small
enough so that in each case the response falls approximately linearly with time.

12-7 THE £<7-COUPLED AMPLIFIER

A cascaded arrangement of common-emitter (CE) transistor stages is shown in

Fig. 12-1 la, and of common-source (CS) FET stages is shown in Fig. 12-116.

Fig. 12-11 A cascade of (a) common-emitter (CE) transistor stages; (b)

common-source (CS) depletion-type, or JFET stages.
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The output Yi of one stage is coupled to the input X2 of the next stage via a
blocking capacitor Cb which is used to keep the dc component of the output
voltage at Y x from reaching the input X 2 . Resistor Rg is from gate to ground,
and the collector (drain) circuit resistor is Rc{Rd). The source resistor R S) the
emitter resistor R e ,

and the resistors Ri and R 2 are used to establish the bias.

The bypass capacitors, used to prevent loss of amplification due to negative

feedback (Chap. 13), are C2 in the emitter circuit and Cs in the source circuit.

Also present are junction capacitances, to be taken into account when we
consider the high-frequency response, which is limited by their presence. In
any practical mechanical arrangement of the amplifier components, there are

also capacitances associated with device sockets and the proximity to the
chassis of components (for example, the body of Ch) and signal leads. These
stray capacitances are also considered later. We assume that the active device

operates linearly, so that small-signal models are used throughout this chapter.

12-8 LOW-FREQUENCY RESPONSE OF AN flC-COUPLED STAGE

The effect of the bypass capacitors CSJ and Ca on the low-frequency character-

istics is discussed in the next section. For the present we assume that these

capacitances are arbitrarily large and act as ac (incremental) short circuits

across Re and R S) respectively. A single intermediate stage of any of the

cascades in Fig. 12-11 may be represented schematically as in Fig. 12-12.

The resistor Rb represents the gate resistor Rg for an FET, and equals Ri in

parallel with R2 if a transistor stage is under consideration. The resistor Ry

represents R c for a transistor, or Rd for an FET, and R { represents the input
resistance of the following stage.

The low-frequency equivalent circuit is obtained by neglecting all shunt-
ing capacitances and all junction capacitances by replacing amplifier A\ by
its Norton’s equivalent, as indicated in Fig. 12-13a. For a field-effect transis-

tor, Ri = oo
;
the output impedance is R0 = rd (the drain resistance), and

I = gmVi (transconductance times gate signal voltage). For a transistor

these quantities may be expressed in terms of the CE hybrid parameters as in

Sec. 8-13: R { « h ie (for small values of R c); R0 = 1/hoc (for a current drive);

and I = h/eIb} where Ib is the base signal current. Let R'0 represent R0 in

parallel with R V) and let R[ be Ri in parallel with Rb . Then, replacing I and

Fig. 12-12 A schematic representa-

tion of either an FET or transistor

stage. Biasing arrangements and

supply voltages are not indicated.
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Fig. 12-13 (o) The low-frequency model of an EC-coupled amplifier; (t>) an
equivalent representation. For an FET, I = gmV it R0 = rd, Rv = Rd, Rb = R„
and R, = ». For a transistor, I = h,Jb, Rc « 1 /hoe, Rb = R y = Rcl

and Ri ~ h ic . Also, /?' = E<||E» and R'0 = E„||EV.

R'0 by the Th6venin’s equivalent, the single-time-constant high-pass circuit
of Fig. 12-136 results. Hence, from Eq. (12-3), the low 3-dB frequency is

fL =
2w(R'„ + RQCt (

12'33)

This result is easy to remember since the time constant equals Ct multiplied
by the sum of the effective resistances R'0 to the left of the blocking capacitor,
and R'i to the right of Cb . For an FET amplifier, R'{ = R0 » Rd . Since
R'„ < Rd because R'„ is Rd in parallel with R„, then R[ = R„ » R' and
fa * l/2irCbR0 .

EXAMPLE It is desired to have a low 3-dB frequency of not more than 10 Hz
for an UC-coupled amplifier for which Ry = 1 K. What minimum value of
coupling capacitance is required if (a) FETs with R„ = 1 M are used; (6) tran-
sistors with Ri = 1 K and 1/hoe = 40 K are used?

Solution a. From Eq. (12-33) we have

h
2tt(R'0 + R'i)Cb ~

10

or

C >
1

6 ~
62.8(^ + R'i)

Since R'{ = 1 M and R'0 < Rv = IK, then Uj + SjalM and Cb > 0.016
pF.

6. From Eq. (8-35) we find for a transistor R„ > 1/hoe « 40 K, and hence
If we assume that Rb y> Rt = 1 K, then R[ « 1 K. Hence

Cb >
1

(62.8) (2 X 10s
)

8.0 pF
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Note that, because the input impedance of a transistor is much smaller
than that of an FET, a coupling capacitor is required with the transistor

which is 500 times larger than that required with the FET. Fortunately, it

is possible to obtain physically small electrolytic capacitors having such high
capacitance values at the low voltages at which transistors operate. Since the
coupling capacitances required for good low-frequency response are far larger

than those obtainable in integrated form, cascaded integrated stages must be
direct-coupled (Chap. 15).

12-9 EFFECT OF AN EMITTER BYPASS CAPACITOR
ON LOW-FREQUENCY RESPONSE

If an emitter resistor R 0 is used for self-bias in an amplifier and if it is desired

to avoid the degeneration, and hence the loss of gain due to R ey we might
attempt to bypass this resistor with a very large capacitance Cz . The circuit is

indicated in Fig. 12-1 la. It is shown below that the effect of this capacitor is to

affect adversely the low-frequency response.

Consider the single stage of Fig. 12-14a. To simplify the analysis we
assume that Ei||E 2 » Rs and that the load R c is small enough so that the
simplified hybrid model of Fig. 8-23 is valid. The equivalent circuit subject

to these assumptions is shown in Fig. 12-145. The blocking capacitor Cb is

omitted from Fig. 12-145; its effect is considered in Sec. 12-8.

The output voltage V0 is given by

V0 — IbhfeRc —
VJlfeRc

Rs + hie + Z'e
(12-34)

Fig. 12-14 (a) An amplifier with a bypassed emitter resistor; (b) the low-

frequency simplified 5-parameter model of the circuit in (a).
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where

(1 + hfe)
Re

1 + joiCtRe
(12-35)

Substituting Eq. (12-35) in Eq. (12-34) and solving for the voltage gain A v ,

we find

a _ Vo _ hfeRe 1 + ja)CJR, e

v - V,~ R + R' 1 + juC,[RJt/(.R + R')}

where

(12-36)

R = R s + hu and R f = (1 + hfe)R e (12-37)

The midband gain A 0 is obtained as co — oo, or

Hence

where

a hf^Rc hfeRe
0 “ “

~TT ~ R a + hic

Ay
__ l 1 + jfifo

A 0 1 + R f/R 1 + jf/fp

1 _ 1 + R'/R
Jo ”

2trCzRe
Jv ~

2lvCzRe

(12-38)

(12-39)

(12-40)

Note that f0 determines the zero and fp the pole of the gain A v/A 0 . Since,

usually, R' ; R » 1, then/p »/0 ,
so that the pole and zero are widel3r separated.

For example, assuming R s = 0, R e
= 1 K, Cz = 100 juF, hfe = 50, hie

= 1.1 K,

and Re = 2 K, we find/0 = 1.6 Hz and fp = 76 Hz.

The magnitude of \A V/A 0
\

in decibels is given by

20 log
Ay
A 0

-20 log (l +^ + 20 log fl + (£)

- 20 »*%/'+(£) (12-41)

From the discussion in Sec. 12-4, we conclude that the first term represents a

horizontal line, the second term has an asymptote passing through f = f0 with

a positive slope of 6 dB per octave, and the third term has an asymptote pass-

ing through / = fp ,
with a negative slope of the same magnitude. These lines

are shown dashed in Fig. 12-15, and the idealized Bode plot is obtained by
adding the three asymptotes together to form the shaded-broken-line continu-

ous curve. Note that, for / > fp ,
the result of adding a gain which increases

6 dB per octave to a gain which decreases 6 dB per octave gives a constant

gain. For /»/*,, the gain must approach its midband value A 0J and hence

the horizontal line for f > fP occurs at 20 log \A V/A 0
\

= 0 dB, as indicated.

The Bode amplitude response curve for the amplifier of Fig. 12-14o is

plotted in Fig. 12-16. The asymptotic behavior discussed in Fig. 12-4 is now
included as the shaded-broken-line plot.
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Fig. 12-15 The idealized

Bode amplitude plot for

a transfer function with

one zero / = f0 and one

pole / = /p . The indi-

vidual asymptotes are

shown dashed, and the

resultant is drawn as a

shaded continuous

broken-line plot.
-6 dB/octave

\
\
\

Remembering that /„ » /„ and using Eqs. (12-39) and (12-40), the mag-
nitude of Ay/A0 becomes, for / = fp ,

Ay _ 1 fp/fo _ 1

A 0 1 + R'/R yX+ 1 \/2

Hence / = fp is that frequency at which the gain has dropped 3 dB. Thus
the low 3-dB frequency fL is approximately equal to fp . If the condition

Fig. 12-16 The frequency response of an amplifier with a bypassed
emitter resistor. The numerical values correspond to the com-

ponent values given below Eq. (12-40).
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fP »fo is not satisfied, then fL ^ /P . As a matter of fact, a 3-dB frequency

may not exist (Prob. 12-24).

Square-wave Response li fp y>f0) the network in Fig. 12-14 behaves

like a single-time-constant circuit and the percentage tilt to a square wave is

given by Eq. (12-24), or

P = ^ X 100

Since R'/R » 1,

p R' X 100
~ 2fC'RRe

1 + R'/R

2fC,R t

X 100%

1 + hfe

2fCt(R, + hie)
X 100%

(12-42)

(12-43)

Practical Considerations Let us calculate the size of Cz so that we may
reproduce a 50-Hz square wave with a tilt of less than 10 percent. Using the ,

parameters given above, we obtain

Cz
(51) (100)

(2)(50)(1,100)(10)
F = 4,600

Such a large value of capacitance is impractical, and it must be concluded

that if very small tilts are to be obtained for very low frequency signals, the

emitter resistor must be left unbypassed. The flatness will then be obtained

at the sacrifice of gain because of the degeneration caused by R e . If the loss in

amplification cannot be tolerated, R e cannot be used.

Electrolytic capacitors are often used as emitter or source bypass capaci-

tors because they offer the greatest capacitance per unit volume. It is impor-

tant to note that these capacitors have a series resistance which arises from the

conductive losses in the electrolyte. This resistance, typically 1 to 20 must

be taken into account in computing the midband gain of the stage.

Response Due to Both Emitter and Coupling Capacitors If in a given

stage both Cz and the coupling capacitor Cb are present, we can assume, first, Cz

to be infinite and compute the low 3-dB frequency due to Cb alone. We then

calculate /l due to Cz by assuming Cb to be infinite. If the two cutoff frequen-

cies are significantly different (by two octaves or more), the higher of the two

is approximately the low 3-dB frequency for the stage.

If a dominant pole does not exist at low frequencies, the response must be

obtained by writing the network equations for a sinusoidal excitation (s = j2vf)

and with both Cz and Cb finite. The transfer function V0/V8 is plotted as a

function of frequency, and the lowr 3-dB frequency is read from this plot.

This general method of solution is illustrated (at the high-frequency end of the

spectrum) in the following section.

The low-frequency analysis of an FET amplifier with a source resistor R a

bypassed with a capacitor C8 is considered in Prob. 12-27.
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12-10 HIGH-FREQUENCY RESPONSE OF TWO CASCADED CE

TRANSISTOR STAGES 2

The high-frequency analysis of a single-stage CE transistor amplifier, or the

last stage of a cascade, is given in detail in Secs. 11-7 and 11-8. We have since

established that there is interaction between CE cascaded transistor stages.

The analysis of a multistage amplifier is complicated and tedious. Fortu-

nately, it is possible to make certain approximations in the analysis, and thus

reduce the complexity of bandwidth calculations while keeping the error under

approximately 20 percent.

Figure 12-lla shows two CE transistors in cascade. For high-frequency

calculations each transistor is replaced by its small-signal hybrid-II model, as

indicated in Fig. 12-17. The elements gb > c and gce have been deleted, because,

as demonstrated in Sec. 11-6, their omission introduces little error. We have

included a voltage source Vs with R 8 = 50 Q and have assumed that capacitors

Cb and C2 represent short circuits for high frequencies. The base biasing

resistors Ri and Rz in Fig. 12-lla are assumed to be large compared with R a .

The symbol Rli represents the parallel combination of R i, Rz, and collector

circuit resistance R c of the first stage. The symbol Rlz is the total load resis-

tance of the second stage. A complete stage is included in each shaded block.

The network can be described by four nodal equations. If

R f

s = R a + rbb > = 1/G*a} Gli = 1/Rli) Gl 2 — 1/Rl2, and gbb 1 = l/rbb '

these equations are

G'SV8 = [Gt + gb*e + s(Ce + Cc)]V i
— sCc V2

0 =
(Qm

— sCc)Ei + (Gli + g bb > + sCc)V2 — gbb'V 3

0 = — gbb'V 2 + [gb ' e + gw + s(Ce + Cc)]Va — sCcVi

0 = (gm - sCc)V d + (Gl 2 + sCc)V a

(12-44)

Q i

50 fl

R, r

ion a v
l
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^ T
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Fig. 12-17 Two-stage interacting CE amplifier (gm = 50 mA/V).
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We can find the transfer gain V0 /V3 from these

rule,

<£*14

A
= transfer function

equations by recalling Cramer’s

(12-45)

where A is the determinant of the set of equations, and Au is the minor formed
by removing the first row and fourth column of the complete determinant.
Thus we see that the poles of the transfer function are given by the zeros of the
determinant A = 0, and the zeros of the transfer function are given by the
zeros of the minor Am = 0. So much effort is required to find the poles and
zeros that it is advisable to use a computer. There are several computer
programs 3 for finding roots of determinants.

The transfer function V 4/Vs of Fig. 12-17 must have four poles since the
network contains four independent energy storage elements (in the sense that
there exists no loop formed exclusively of capacitors). In addition, the Ce

capacitance for each of the two transistors provides a short circuit to ground as
s —> oo

7
and thus V$/Vs —> 1/s 2 as s —* °o. Hence we must have two zeros in

addition to the poles. The values of the zeros for the circuit of Fig. 12-17
can be found by inspection. If, for some value of s, say s 5 ,

7 4 is zero, the
current fed through Cc must be equal to gmV 3 . Hence

SsCcV z = gmV z (12-46)

and the zero is s 5 = gm/C e . Similarly, for Ql, the zero is s 6 = gm/Ce . The
transfer function now has the form

K(s — s5)(s — s6)

(S — Si)(« - S 2)(S — S3) (s - s 4 )

(12-47)

Using one of the standard computer programs to solve A = 0, we find for the
numerical values given in Fig. 12-17 that the poles are given by

St = -0.00342 X 10® rad/s s 2 = -0.0670 X 10 9 rad/s

s 3 = -0.680 X 10 9 rad/s s 4 = -4.21 X 10 9 rad/s

The zeros are

s 6 = S 6
= = 16.65 X 10 9 rad/s

The program used to obtain the poles and zeros is CORNAP. 4 This computer
program is a network-analysis routine that finds the state equations, the transfer

function, and the frequency response of a general linear active network. The
frequency response of the amplifier shown in Fig. 12-17 as obtained using
CORNAP is plotted in Fig. 12-18. From the frequency-response curve we
can read the high 3-dB frequency of the amplifier as fH = 540 kHz.

The two transistors in Fig. 12-17 were assumed to have identical parame-
ters. This condition simplifies the notation somewhat, but is not an essential

restriction. The general method of analysis outlined above is equally valid for

nonidentical transistors.
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Fig. 12-18 Computer-obtained frequency response of two

stage amplifier.

Dominant Pole In the above example we observe that one of the poles,

Si = —0.00342 X 10 9 rad/s, is much lower than the other poles and zeros,

and hence is the dominant pole. From our discussion of Bode plots in

Sec. 12-4, we recognize that if all other poles or zeros are at least two octaves
away, the response is down 3 dB at the dominant pole. Hence the upper
3-dB frequency for the amplifier is given, approximately, by the dominant pole

fn ~ jfi
= -Si

27

r

0.00342 X 10 9

27

r

Hz = 545 kHz

which is essentially the same value read from the curve.

Two-stage-cascade Simplified Analysis If a computer is not available

to help with the computations, we must make simplified assumptions in order
to proceed with the analysis. We follow the method outlined in Sec. 11-8.

The effect of Cc is approximated using Miller's theorem and the midband
value of the stage gain. Thus Cc of Q 2 is replaced by a capacitance

Cc { 1 + gmRL *) = 3(1 + 50 X 2) = 303 pF

across the input of Q2. Similarly, Cc of Q1 is replaced by

Call + QmRLl\\{Tb’e + r&&0] = 3(1 + 50 X 0.709) = 109 pF

across the input of Ql. The circuit is now considerably simplified since, as

shown in Fig. 12-19, there are only two independent capacitors in the network.
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J

Fig. 12-19 Two-s*cige interacting CE amplifier using Miller approximation.

The transfer function can be obtained from Fig. 12-19 by writing the four

nodal equations. These are quite simple (Prob. 12-28) and result in

2,810

1 + 3
/

5.85 X 10)(1 +3 / >

5.85 X 10V

(12-48)

Clearly, we have a dominant pole at /i = 585 kHz, and thus this is the

approximate high 3-dB frequency of the two-stage cascade.

We note that the simplified analysis yields a value for the bandwidth
which is higher than the 540 kHz obtained using the exact method, by 8 percent.

12-11 MULTISTAGE CE AMPLIFIER CASCADE
AT HIGH FREQUENCIES

Regardless of the number of stages in an amplifier chain, the general method
of solution is that given in the preceding section. Of course, the larger the

number of stages, the greater is the computational complexity. We shall now
outline the analysis of the three-stage CE cascade. ' Figure 12-20a shows the net-

work with each transistor replaced by its small-signal model for high-frequency

analysis. We assume that all transistors are identical with gm = 50 mA/V.
We desire to calculate and plot the transfer function V0/V8 as a function of

frequency. If we write nodal equations for nodes V1 through V G} we obtain a

system of six equations in six unknowns similar to Eqs. (12-44). Clearly, due
to the six independent capacitors, the transfer function must have six poles.

In addition, three zeros must also be present, because each one of the three

emitter capacitors causes VQ
—> 1/s 3 as s —

>

oo. Thus the transfer function is

of the form

I? = K (*
- - SA ('12-49')

Vs (s — Si)(s — s 2)(fi “ S 3)(s — fi 4)(s — S 5)(s — fi«)
^

The zeros of this equation can be obtained by inspection of this particular

network, as we explained in the preceding section. To obtain the poles, we
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must solve for the zeros of the network determinant, and since this determinant
is of order six by six, the amount of computational labor required is prohibitive

without the aid of a digital computer.

Using the program CORNAP, not only are the poles, zeros, and the gain

constant K obtained, but the magnitude, phase, and the derivative of the phase
with respect to frequency (this is the delay introduced by the amplifier) are

also computed.

Assuming identical stages and using the same parameter values as in the

amplifier in Fig. 12-17, the computer gives the following values for the poles:

Si = —27.5 X 10 5 rad/s s 2 = —13.3 X 10 6 rad/s

s 3 = —7.75 X 10 7 rad/s s 4 = —6.80 X 10 8 rad/s

s 5 = —39.7 X 10 8 rad/s s 6 = —44.2 X 10 8 rad/s

and the zeros:

s 7 = s8 = s 9 = 16.6 X 10 9 rad/s

In Fig. 12-21 is plotted the frequency response, from which we find that the

high 3-dB frequency is 420 kHz.

Fig. 12-20 (a) Three-stage interacting amplifier; (b) noninteracting Miller ap-

proximation of (a).
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Fig. 12-21 Exact and approximate frequency response of

three-stage CE amplifier.

Approximate Analysis We now perform an approximate analysis of the
previous amplifier. We replace Cc3 by the Miller capacitance

C^l + gmRu) = 3(1 + 50 X 2) = 303 pF

shunting Ce3 - Similarly, we replace Cc3 and Cc i with Miller capacitances of

109 pF shunting Ce2 and Ccl , respectively. Thus we obtain the simplified
circuit of Fig. 12-206, from which we obtain the transfer function (with /
expressed in megahertz)

V. 90.5 X 10 1

0 + j 0^82) (
X + J O2) (

X + i
5^)

(12-50)

The plot of Eq. (12-50) is shown in Fig. 12-21. We find that two of the polps
are closer together than four octaves, and hence this amplifier does not have a
dominant pole. We use the plot to deduce the upper 3-dB frequency. From
Fig. 12-21 we read fn = 480 kHz as compared with fn = 420 kHz, obtained
using the exact six-pole transfer function, an overestimate of 14 percent.

We can avoid the effort of plotting Eq. (12-50) if we use the result of
Eq. (12-31). In this case we have

_
1

_

fn
= 1.1

2

or/// = 0.466 MHz = 466 kHz, as compared with/// = 480 kHz from Fig. 12-21.
It is instructive to recall that in Sec. 11-8 we found that fn of a single
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stage using the transistor of the above example and R s = 50 S2, RL = 2 K, is

/// = 2.8 MHz. Two identical stages cascaded result in fH = 540 kHz. If

these two stages were noninteracting, each with JH = 2.8 MHz, the overall

bandwidth would be fu = 0.64 X 2.8 MHz = 1.79 MHz, using Eq. (12-26).

Similarly, for the three-stage noninteracting amplifier, we would obtain

fu = 0.51 X 2.8 MHz = 1.43 MHz, as compared with the value

/

2 = 420 kHz
of the three-stage interacting amplifier. The capacitive loading of one stage on
the preceding one reduces the upper 3-dB frequency drastically.

12-12 NOISE

It is found that there is an inherent limit to the amplification obtainable
from an amplifier, because even when there is no signal impressed at the input,

a small output, called amplifier noisef is obtained. If, therefore, only a very
small voltage is available, such as a weak radio, television, radar, etc., signal,

it may be impossible to distinguish the signal from the background noise.

The term noise arises from the fact that, with no input, the output from the
loudspeaker of an audio amplifier with the gain control set at a maximum is an
audible hiss or crackle. In the case of a video amplifier, the term snow is often

used in place of noise, because of the snowlike appearance on a TV screen when
the set is tuned to a weak station. The various noise sources in an amplifier

are now considered.

Thermal, or Johnson, Noise 6 The electrons in a conductor possess varying
amounts of energy by virtue of the temperature of the conductor. The slight

fluctuations in energy about the values specified by the most probable distribu-

tion are very small, but they are sufficient to produce small noise potentials

within a conductor. These random fluctuations produced by the thermal
agitation of the electrons are called the thermal

,
or Johnson, noise. The rms

value of the thermal-resistance noise voltage Vn over a frequency range

fu — fz is given by the expression

Vn
2 = 4kTRB (12-51)

where k = Boltzmann constant, J/°K
T = resistor temperature, °K
R = resistance, S2

B = fu — fz = bandwidth, Hz
It should be observed that the same noise power exists in a given bandwidth
regardless of the center frequency. Such a distribution, which gr res the same
noise per unit bandwidth anywhere in the spectrum, is called ivhile noise.

If the conductor under consideration is the input resistor to an ideal

(noiseless) amplifier, the input noise voltage to the amplifier is given by Eq.
(12-51). An idea of the order of magnitude of the voltage involved is obtained
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by calculating the noise voltage generated in a 1-M resistance at room tem-
perature over a 10-kHz bandpass. Equation (12-51) yields for Vn the value

13 /xV. Clearly, if the bandpass of an amplifier is wider, the input resistance

must be smaller, if excessive noise is to be avoided. Thus, if the amplifier

considered is 10 MHz wide, its input resistance cannot exceed 1,000 if the

fluctuation noise is not to exceed that of, the 10-kHz audio amplifier.

It is obvious that the bandpass of an amplifier should be kept as narrow as

possible (without introducing excessive frequency distortion) because the noise

power is directly proportional to the bandwidth. The noise output voltage

squared from the amplifier due to R s only is given by Eq. (12-51) provided that

the value of Vn
2

is multiplied by \A Vo
\

2 and that the noise bandwidth Bn is

defined by

Bn = w/o" l^ y(/) l

2d/ (12-52)

Shot, or Schottky, Noise 7 Shot noise is attributed to the discrete-particle

nature of current carriers in semiconductors. Normally, one assumes that the

current in a transistor or FET under dc conditions is a constant at every instant.

Actually, however, the current from the emitter to the collector consists of a

stream of individual electrons or holes, and it is only the time-average flow

which is measured as the constant current. The fluctuation in the number of

carriers is called the shot noise

.

The mean-square shot-noise current in any
device is given by

In 2 = 2qIdcB (12-53)

where q = electronic charge magnitude

Idc = dc current

B = bandwidth

If the load resistor is RL ,
a noise voltage of magnitude InRL will appear across

the load.

Noise Figure A noise figure NF has been introduced in order to be able

to specify quantitatively how noisy a device is. By definition, NF is the ratio

of the noise power output of the circuit under consideration to the noise power
output which would be obtained in the same bandwidth if the only source

of noise were the thermal noise in the internal resistance R s of the signal source.

Thus the noise figure is a quantity which compares the noi^e in an actual

amplifier with that in an ideal (noiseless) amplifier. Usually, NF is expressed

in decibels.

We define the following symbols:

Spi(SVi)
= signal power (voltage) input

Npi(Nvd = noise power (voltage) input due to R 8
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Spo(SVo)
= signal power (voltage) output

Npo(Nvo) = noise power (voltage) output due to R s and any noise

sources within the active device

From Eq. (12-51), N Vi = = (4kTRsB)K

From the definition of noise figure

total noise power output N fxrm r\ l
UWUai uuiou ptrv/i ^ nNF = 10 log —

.

~~t
——

n

—£
t
—77- = 10 log -

7
—

, r&
noise power output due to R 3 ApNPi

where the power gain of the active device is Ap = Sp0/Spi. Hence

NF = 10 log 5^#' = 10 log
Sp '/Npi

* Sp0NPi,
' Spo/Npo

(12-54)

(12-55)

The quotient SP/NP is called the signal-to-noise power ratio. The noise

figure is the input signal-to-noise power ratio divided by the output signal-to-

noise power ratio. Expressed in decibels, the noise figure is given by the

input signal-to-noise power ratio in decibels minus the output signal-to-noise

power ratio in decibels. Since the signal and noise appear across the same

load, Eq. (12-55) takes the form

NF = 20 log g
Vi/,^ = 20 log - 20 log (12-56)

£>Vo/Nvo Nvi iV Vo

where Sv/Nv is called the signal-to-noise voltage ratio .

Measurement of Noise Figure A very simple method 7 for measuring

the noise figure of an active device Q is indicated in Fig. 12-22. An audio

sinusoidal generator V3 with source resistance R 3 is connected to the input of

Q. The active device is cascaded with a low-noise amplifier and a filter, and

the output of this system is measured on a true rms reading voltmeter M.

The experimental procedure for determining NF is as follows:

1. Measure R s and calculate NVi = Vn from Eq. (12-51). The bandwidth

B is set by the filter.

2. Adjust the audio signal voltage so that it is ten times the noise voltage:

Vs = 10Vn or Svi = lOiWi. Measure the output voltage with M. For such a

Fig. 12-22 A system used to measure the noise figure of an active

device Q.
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1.0 5.0 10 50 100
Source resistance K

(a)

Frequency, Hz

(b)

Fig. 12-23 Noise figure of a 2N3964 transistor, (a) Broadband noise figure as a
function of source resistance, (b) Spot noise figure as a function of frequency.
(Courtesy of Fairchild Semiconductor Corp.)

large signal-to-noise ratio (S Vi/N Vi = 20 dB), we may neglect the noise and
assume that the voltmeter reading gives the signal output voltage Sv„.

3. Set Vs = 0 and measure the output voltage NVo with M.
4. From Eq. (12-56) the noise figure is given by

NF = 20 — 20 log (12-57)

where SVo and N Vo are the meter readings obtained in measurements 2 and 3,
respective^.

The low-noise amplifier is required only if the noise output of Q is too
low to be detected with J\I. It should be pointed out that the amplifier-
filter combination does not affect NF (for a given B) since the ratio SVo/NVo

is used in Eq. (12-57).

The accuracy of the method described is based on the assumption that
the output signal and noise can be measured separately. This is not strictly
true since the noise cannot be turned off while measuring the output signal.
It is found 7 that for a 20-dB input signal-to-noise ratio, transistor noise figures
may be measured up to 10 dB with less than 0.5 dB error. The larger the
Svi'. Nvi

,

the smaller is the error in this measurement. Usually, the output
signal voltage is monitored on an oscilloscope to make certain that the system
operates linearly so that no clipping takes place and no 60-Hz hum is present.

If a filter with a very narrow bandwidth (a few hertz) is used, the foregoing
measurement gives the spot, single-frequency, or incremental noise figure. On
the other hand, if the filter bandwidth is large (from/i = 10 Hz to

/

2 = 10 kHz),
the circuit of big. 12-22 gives the broadband or integrated noise figure. Other
methods of measuring NF are available, 8

*
9 but these have the disadvantage of

requiring a calibrated noise generator.

Transistor Noise 10 In addition to thermal noise in a transistor, there is

noise due to the random motion of the carriers crossing the emitter and collector
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Fig. 12-24 The spot noise figure

for a 2N2497 FET. (Courtesy of

Texas Instruments, Inc.)

junctions and to the random recombination of holes and electrons in the base.

There is also a partition effect arising from the random fluctuation in the

division of current between the collector and base. It is found that a transistor

does not generate white noise, except over a midband region. Also, the amount
of noise generated depends upon the quiescent conditions and the source

resistance. Hence, in specifying the noise in a transistor, the center frequency,

the operating point, and R s must be given.

Figure 12-23a and 6 show the noise figure vs. source resistance and fre-

quency for the 2N3964 diffused planar resistor. There are three distinct

regions in Fig. 12-236. At low frequencies the noise varies approximately

as 1//, and is called excess
,
or flicker, noise. The source of this noise is not

clearly understood, but is thought to be caused by the recombination and

generation of carriers on the surface of the crystal. In intermediate frequencies

the noise is independent of frequency. This white noise is caused by the

bulk resistance of the semiconductor material and the statistical variation of

the currents (shot noise). The third region in Fig. 12-236 is characterized

by an increase of the noise figure with frequency, and is essentially caused

by a decrease in power gain with frequency. 9

FET Noise 11 The field-effect transistor exhibits excellent noise charac-

teristics. The main sources of noise in the FET are the thermal noise of the

conducting channel, the shot noise caused by the gate leakage current, and the

1// noise caused by surface effects.

The noise figure vs. frequency for the 2N2497 FET transistor is shown
in Fig. 12-24. It should be pointed out that, unlike the bipolar transistor,

the noise figure of the FET is essentially independent of the quiescent point

{Id and VDS).
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REVIEW QUESTIONS

12-1 Define the following modes of operation of an amplifier: (a) Class A;
(b) Class B; (c) Class AB; (d) Class C.

12-2 Define the following types of distortion: (a) nonlinear; (b) frequency;
(c) phase-shift distortion .

12-3 Under what conditions does an amplifier preserve the form of the input
signal?

12-4 (a) Define the frequency-response magnitude characteristic of an amplifier.
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(b ) Sketch a typical response curve, (c) Indicate the high and low 3-dB frequencies,

(id) Define bandwidth.

12-5 (a) For a low-pass single-pole amplifier, sketch the Bode magnitude plot

and its piecewise linear approximation. (b ) Repeat for the Bode phase plot, (c)

What are the slopes of the idealized Bode plots? (d) What are the corner frequencies,

in both plots?

12-6 Repeat Rev. 12-5 for a single-zero transfer function.

12-7 Repeat Rev. 12-5 for a two-pole transfer function.

12-8 Define dominant pole .

12-9 (a) Sketch the high-frequency step response of a low-pass single-pole ampli-

fier. (b) Define the rise lime t r . (c) What is the relationship between t r and the high

3-dB frequency Jh?

12-10 (a) The input to a low-pass amplifier is a pulse of width l p . Sketch the

output waveshape, (b) What must be the relationship between t p and fn in order to

amplify the pulse without excessive distortion?

12-11 (a) Sketch the response of an amplifier to a low-frequency square wave.

(b) Define tilt, (c) How is the tilt related to the low 3-dB frequency

/

l?

12-12 Derive the expression for the high 3-dB frequency /£ of n identical non-

interacting stages in terms of Jh for one stage.

12-13 (a) Is Jh for two stages greater or smaller than JH for a single stage?

Explain, (b) Repeat for /* versus fL .

12-14 (a) Give an approximate expression relating /£ and the 3-dB frequencies

of n nonidentical stages, (b) For two identical stages, what is Jh/Jh? Repeat for

three stages.

12-15 Give an approximate relationship between the output rise time t r ,
the

rise time tr0 of an input signal, and the rise times of n nonidentical stages.

12-16 (a) Sketch two tfC-coupled CE transistor stages. (b ) Show the low-

frequency model for one stage, (c) What is the expression for }L ?

12-17 Repeat Rev. 12-16 for CS JFET stages.

12-18 (a) An amplifier with a bypassed emitter resistor has a transfer function

consisting of one pole and one zero. Explain why, qualitatively (write no equations).

(6) Sketch the Bode amplitude plot for the case where the pole and zero are widely

separated, (c) Does fL always exist? Explain.

12-19 (a) Outline the general method for obtaining the high-frequency response

of two interacting transistor amplifier stages, (b) Outline an approximate method of

solution.

1 2-20 (a) For a cascade of n transistor CE stages, how many poles will the voltage

transfer function have? Explain. (b ) Repeat for the number of zeros.

12-21 (a) What is meant by amplifier noise? (b) Define white noise .

12-22 (a) Define thermal or Johnson noise. (b ) Upon what factors does the

noise voltage depend?

12-23 (a) Define shot noise, (b) Upon what factors does the shot noise current

depend?
12-24 Define (a) noise figure; (b) signal-to-noise ratio.

12-25 Derive the expression for the noise figure in terms of the input and out-

put signal-to-noise ratios.

12-26 List 4 sources of noise in a transistor.

12-27 List 3 sources of noise in a FET.



FEEDBACK AMPLIFIERS

In this chapter we introduce the concept of feedback and show how to
modify the characteristics of an amplifier by combining a portion of
the output signal with the external signal. Many advantages are to
be gained from the use of negative (degenerative) feedback, and these
are studied. Examples of feedback amplifier circuits at low frequencies
are given, but the frequency response of feedback amplifiers is deferred
to the following chapter.

13-1 CLASSIFICATION OF AMPLIFIERS

Before proceeding with the concept of feedback, it is useful to classify
amplifiers into four broad categories, 1 as either voltage, current, trans-
conductance, or transresistance amplifiers This classification is based
on the magnitudes of the input and output impedances of an amplifier
relative to the source and load impedances, respectively.

Voltage Amplifier Figure 13-1 shows a Thdvenin’s equivalent
circuit of a two-port network which represents an amplifier. If the
amplifier input resistance R, is large compared with the source resistance
Rs, then V, — If the external load resistance Rl is large compared
with the output resistance R0 of the amplifier, then V0 « A, Vi « A„VS .

This amplifier provides a voltage output proportional to the voltage
input, and the proportionality factor is independent of the magnitudes
of the source and load resistances. Such a circuit is called a voltage

amplifier. An ideal voltage amplifier must have infinite input resis-
tance Ri and zero output resistance R0. The symbol A, in Fig. 13-1
represents V0/Vi, with Rl = », and hence represents the open-circuit
voltage amplification, or gain.

408
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Fig. 13-1 Thevenin’s equivalent cir-

cuits of a voltage amplifier.

Ri»Rs

Ra < <Rl

?
+

V0

I-

Current Amplifier An ideal current amplifier 1
is defined as an amplifier

which provides an output current proportional to the signal current, and the

proportionality factor is independent of R s and RL . An ideal current amplifier

must have zero input resistance R { and infinite output resistance R0 . In

practice, the amplifier has low input resistance and high output resistance.

It drives a low-resistance load (R0 Rl), and is driven by a high-resistance

source (Ri«R s). Figure 13-2 shows Norton's equivalent circuit of a cur-

rent amplifier. Note that A* = Il/Ii, with Rl = 0, representing the short-

circuit current amplification, or gain. We see that if Ri « RS} I{ « IS} and if

Ro Rl, II ~ Aili « Ails . Hence the output current is proportional to the

signal current. The characteristics of the four ideal amplifier types are sum-
marized in Table 13-1.

TABLE 73-7 Ideal amplifier characteristics

Amplifier type

Parameter Voltage Current Transconductance Transresistance

Ri CO 0 CO 0

0

Vo = Rmh
Fig. 13-4

R 0

Transfer characteristic . .

Reference

0

Vo = A vVs

Fig. 13-1

OO

II = Ail.

Fig. 13-2

00

II = OmV.
Fig. 13-3

Transconductance Amplifier The ideal transconductance amplifier 1

supplies an output current which is proportional to the signal voltage, inde-

Fig. 13-2 Norton’s equivalent cir-

cuits of a current amplifier.

R,«RS
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R,»Ra

Fig. 13-3 A transconductance am-

plifier is represented by a Theve-

nin's equivalent in its input circuit

and a Norton’s equivalent in its

output circuit.

pendently of the magnitudes of R 8 and RL . This amplifier must have an
infinite input resistance Ri and infinite output resistance R0 . A practical

transconductance amplifier has a large input resistance (Ri » R p) and hence
must be driven by a low-resistance source. It presents a high output resist-

ance (R0 » Rl) and hence drives a low-resistance load. The equivalent cir-

cuit of a transconductance amplifier is shown in Fig. 13-3.

Transresistance Amplifier Finally, in Fig. 13-4, we show the equiva-
lent circuit of an amplifier which ideally supplies an output voltage V0 in pro-
portion to the signal current Is independently of R s and RL . This amplifier is

called a transresislcmce amplifier. For a practical transresistance amplifier we
must have Ri « R8 and R 0 « Rl* Hence the input and output resistances are
low relative to the source and load resistances. From Fig. 13-4 we see that if

Rs » Ri, li « Is ,
and if R 0 « RL ,

V0 « RmIi « RmIs . Note that Rm = V0/Ii}

with Rl = oo. In other words, Rm is the open-circuit mutual or transfer
resistance.

13-2 THE FEEDBACK CONCEPT 2

In the preceding section we summarize the properties of four basic amplifier
types. In each one of these circuits we may sample the output voltage or
current by means of a suitable sampling network and apply this signal to the
input through a feedback two-port network, as shown in Fig. 13-5. At the
input the feedback signal is combined with the external (source) signal through
a mixer network and is fed into the amplifier proper.

Ri«R,
r0 <<rl

Fig. 13-4 A transresistance amplifier is

represented by a Norton’s equivalent in

its input circuit and a Thevenin's equiva-

lent in its output circuit.
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1

Fig. 13-5 Representation of any single-loop feedback connection around a basic

amplifier. The transfer gain A may represent A v , Aj , GMt or

Signal Source This block in Fig. 13-5 is either a signal voltage Vs in

series with a resistor R s (a Thevenin's representation as in Fig. 13-1) or a signal

current Ig in parallel with a resistor R s (a Norton's representation as in Fig. 13-2).

Feedback Network This block in Fig. 13-5 is usually a passive two-port

network wrhich may contain resistors, capacitors, and inductors. Most often

it is simply a resistive configuration.

Sampling Network Two sampling blocks are shown in Fig. 13-6. In

Fig. 13-6a the output voltage is sampled by connecting the feedback network

in shunt across the output. This type of connection is referred to as voltage

,

or node
,
sampling. Another feedback connection w'hich samples the output

Voltage Current

(a) (b)

Fig. 13-6 Feedback connections at the output of a basic amplifier, sampling the

output (a) voltage and (b) current.
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current is shown in Fig. 13-66, where the feedback network is connected in
series with the output. This type of connection is referred to as current, or
loop, sampling. Other sampling networks are possible.

Comparator, or Mixer, Network Two mixing blocks are shown in

IH ig. 13-7. I‘ igure 13-7a and 6 shows the simple and very common series (loop)

input and shunt (node) input connections, respectively. A differential amplifier

(Sec. 15-2) is often also used as the mixer. Such an amplifier has two inputs
and gives an output proportional to the difference between the signals at the
two inputs.

Transfer Ratio, or Gain The symbol A in Fig. 13-5 represents the ratio

of the output signal to the input signal of the basic amplifier. The transfer

ratio V/Vi is the voltage amplification, or the voltage gain, Ay. Similarly, the
transfer ratio I/h is the current amplification, or current gain, Ai for the
amplifier. The ratio I/Vi of the basic amplifier is the transconductance G'.-r,

and V/Ii is the transresistance Rm. Although G»t and RM are defined as the
ratio of two signals, one of these is a current and the other is a voltage wave-
form. Hence the symbol G.n or Rm does not represent an amplification in the
usual sense of the word. Nevertheless, it is convenient to refer to each of the
four quantities Ay, Ai, Gm, and Rm as a transfer gain of the basic amplifier
without feedback and to use the symbol A to represent any one of these quantities.

The symbol A s is defined as the ratio of the output signal to the input
signal of the amplifier configuration of Fig. 13-5 and is called the transfer gain

of the amplifier with feedback. Hence A; is used to represent any one of the four
ratios V0/V, = A v/ , /„//„ = Au , I0/Vs = G.VJ ,

and V0/Is - RMI . The rela-

Series
Source mixer

Shunt
Source mixer

M
(b)

Fig. 13-7 Feedback connections at the input of a basic amplifier, (a) Series com-
parison. (Jb) Shunt mixing.
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Comparator or mixer

*• +;

Input

signal

Difference signal

K
,

Basic

amplifier

A

Output signal

XQ = AX
t

)

•

f
X, = 6X0

Feedback signal feedback

network

0

L

external

load

Fig. 13-8 Schematic representation of a single-loop feedback amplifier.

tionship between the transfer gain A s with feedback and the gain A of the ideal

amplifier without feedback is derived below [Eq. (13-4)].

Advantages of Negative Feedback When any increase in the output
signal results in a feedback signal into the input in such a way as to cause a

decrease in the output signal; the amplifier is said to have negative feedback

The usefulness of negative feedback lies in the fact that, in general, any of the

four basic amplifier types discussed in Sec. 13-1 may be improved by the proper

use of negative feedback. For example, the normally high input resistance of a

voltage amplifier can be made higher, and its normally low output resistance

can be lowered. Also, the transfer gain A f of the amplifier with feedback can

be stabilized against variations of the h or hybrid-TI parameters of the transistors

or the parameters of the other active devices used in the amplifier. Another
important advantage of the proper use of negative feedback is the significant

improvement in the frequency response and in the linearity of operation of the

feedback amplifier compared with that of the amplifier without feedback.

It should be pointed out that all the advantages mentioned above are

obtained at the expense of the gain A f with feedback, which is lowered in com-
parison with the transfer gain A of an amplifier without feedback. Also, under
certain circumstances, discussed in the next chapter, a negative-feedback

amplifier may become unstable and break into oscillations. The precautions

which must be taken to avoid this undesirable effect are given in Chap. 14.

13-3 THE TRANSFER GAIN WITH FEEDBACK

Any one of the output connections of Fig. 13-6 may be combined with any of

the input connections of Fig. 13-7 to form the feedback amplifier of Fig. 13-5.

The analysis of the feedback amplifier can then be carried out by replacing

each active element (transistor, FET, or vacuum tube) by its small-signal

model and by writing Kirchhoff’s loop, or nodal, equations. That approach,

however, does not place in evidence the main characteristics of feedback.

As a first step toward a method of analysis which emphasizes the benefits

of feedback, consider Fig. 13-8, which represents a generalized feedback ampli-

fier. The basic amplifier of Fig. 13-8 may be a voltage, transconductance,
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current, or transresistance amplifier connected in a feedback configuration, as

indicated in Fig. 13-9. The four topologies indicated in this figure are referred

to as (1) voltage-series feedback
, (2) current-series feedback

, (3) current-shunt

feedback
,
and (4) voltage-shunt feedback. In Fig. 13-8, the source resistance R s

is considered to be part of the amplifier, and the transfer gain A (A v, Gm ,
Ai, Rm)

includes the effect of the loading of the 0 network (as well as RL) upon the

amplifier. The input signal XSJ the output signal X0 ,
the feedback signal Xf ,

and the difference signal Xd ,
each represents either a voltage or a current.

These signals and also the ratios A and j8 are summarized in Table 13-2. The

TABLE 73-2 Voltage and current signals in feedback amplifiers

Signal or

ratio

Type of feedback

Voltage series

Fig. 13-9a

Current series

Fig. 13-96

Current shunt

Fig. 13-9c

Voltage shunt

Fig. 13-9d

Xo Voltage Current Current Voltage
x3 ,

xft xd Voltage Voltage Current Current
A Av Gm Aj Rm
P Vf/V0 Vf/Io If/Io Ij!V0

symbol indicated by the circle in Fig. 13-8 represents a mixing, or comparison,
network, whose output is the sum of the inputs, taking the sign shown at each
input into account. Thus

X* = X* - Xf = Xi (13-1)

Since Xd represents the difference between the applied signal and that fed back
to the input, Xd is called the difference

,
error

,
or comparison

,
signal .

The reverse transmission factor j3 is defined by

(13-2)

The factor j8 is often a positive or a negative real number, but in general, 0
is a complex function of the signal frequency. (This symbol should not be
confused with the symbol j3 used previously for the CE short-circuit current
gain.) The symbol X0 is the output voltage, or the output (load) current.

The transfer gain A is defined by

(13-3)

By substituting Eqs. (13-1) and (13-2) into (13-3), we obtain for A f the gain
with feedback,

A A
f ~ X3 1 + 0A (13-4)
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(a) (6)

Fig. 13-9 Feedback-amplifier topologies. The source resistance is considered to

be part of the amplifier, (a) Voltage amplifier with voltage-series feedback, (b)

Transconductance amplifier with current-series feedback, (c) Current amplifier

with current-shunt feedback, (d) Transresistance amplifier with voltage-shunt

feedback.

The quantity A in Eqs. (13-3) and (13-4) represents the transfer gain of the

corresponding amplifier without feedback, but including the loading of the &
network

,
RL and Rs . In the following section many of the desirable features

of feedback are deduced, starting with the fundamental relationship given' in

Eq. (13-4).

If \A f \ < \A\, the feedback is termed negative
,

or degenerative. If

\A f
\
> \A\, the feedback is termed positive, or regenerative. From Eq. (13-4)

we see that, in the case of negative feedback, the gain of the basic ideal amplifier

with feedback is divided by the factor |1 + (3A\, which exceeds unit}-.

Loop Gain The signal Xd in Fig. 13-8 is multiplied by A in passing

through the amplifier, is multiplied by
j
d in transmission through the feedback

network, and is multiplied by — 1 in the mixing or differencing network. Such
a path takes us from the input terminals around the loop consisting of the

amplifier and feedback network back to the input; the product — Af$ is called
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the loop gain
,
or return ratio. The difference between unity and the loop gain

is called the return difference D = 1 + A(3. Also, the amount of feedback
introduced into an amplifier is often expressed in decibels by the definition

AT = dB of feedback = 20 log h
A

= 20 log
1

1 + Aj3
(13-5)

If negative feedback is under consideration, N will be a negative number.

Fundamental Assumptions Three conditions must be satisfied for the
feedback network of Fig. 13-8 in order that Eq. (13-4) be true and that the
expressions for input and output resistances (derived in Secs. 13-5 and 13-6)

be valid.

1. The input signal is transmitted to the output through the amplifier A
and not through the (3 network. In other words, if the A is deactivated (say,

set A =0 by reducing hfe or gm for a transistor to zero), the output signal must
drop to zero.

This first assumption is equivalent to the statement that the system has
rendered the (3 block unilateral, so that it does not transmit a signal from input
to output (but only in the reverse direction). This condition is often not
satisfied exactly because (3 is a passive bilateral network. It is, however,
approximately valid for practical feedback connections, as we shall verify in

each of the feedback amplifiers to be considered.

2. The feedback signal is transmitted from the output to the input through
the (3 block, and not through the amplifier. In other words, the basic amplifier

is unilateral from input to output and the reverse transmission is zero. Note
that the amplifiers in Figs. 13-1 to 13-4 satisfy this unilateral condition (such

is not the case, for example, with a transistor amplifier at low frequencies

if h Te 7^ 0).

3. The reverse transmission factor 0 of the feedback network is indepen-

dent of the load and the source resistances Rl and R s .

For each topology studied we shall point out the approximations involved.

13-4 GENERAL CHARACTERISTICS OF
NEGATIVE-FEEDBACK AMPLIFIERS 3

Since negative feedback reduces the transfer gain, why is it used? The answer
is that many desirable characteristics are obtained for the price of gain reduc-
tion. We now examine some of the advantages of negative feedback.

Desensitivity of Transfer Amplification The variation due to aging,

temperature, replacement, etc., of the circuit components and transistor or

FET characteristics is reflected in a corresponding lack of stability of the
amplifier transfer gain. The fractional change in amplification with feedback
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divided by the fractional change without feedback is called the sensitivity of

the transfer gain. If Eq. (13-4) is differentiated with respect to A
,
the absolute

value of the resulting equation is

dA, 1 dA
A; |i + MI A

Hence the sensitivity is 1/|1 + PA |. If, for example, the sensitivity is 0.1,

the percentage change in gain with feedback is one-tenth the percentage varia-

tion in amplification if no feedback is present. The reciprocal of the sensitivity

is called the desensitivity D, or

D = 1 + PA (13-7)

The fractional change in gain without feedback is divided by the desensitivity

D when feedback is added. [In passing, note that the desensitivity is another
name for the return difference

,
and that the amount of feedback is —20 log D

(Eq. 13-5).] For an amplifier with 20 dB of negative feedback, D = 10, and
hence, for example, a 5 percent change in gain without feedback is reduced

to a 0.5 percent variation after feedback is introduced.

Note from Eq. (13-4) that the transfer gain is divided by the desensitivity

after feedback is added. Thus

(13-8)

In particular, if \pA\ 1, then

, A A _ 1
A/ 1+ PA PA P

(13-9)

and the gain may be made to depend entirely on the feedback network. The
worst offenders with respect to stability are usually the active devices (tran-

sistors) involved. If the feedback network contains only stable passive ele-

ments, the improvement in stability may indeed be pronounced.

Since A represents either A v ,
Gm, AI} or Rm, then A s represents the cor-

responding transfer gains with feedback: either A V/ } Gm/, A Ifj or RMf . The
topology determines which transfer ratio (Table 13-2) is stabilized. For
example, for voltage-series feedback, Eq. (13-9) signifies that A v/ ~ 1/p, and
it is the voltage gain which is stabilized. For current-series feedback, Eq.

(13-9) is Gm/ ~ 1/j8, and hence, for this topology, it is the transconductance

gain which is desensitized. Similarly, it follows from Eq. (13-9) that the cur-

rent gain is stabilized for current-shunt feedback (At/ ~ 1/P) and the trans-

resistance gain is desensitized for voltage-shunt feedback (RMf ~ m.
Feedback is used to improve stability in the following way: Suppose an

amplifier of gain Ai is required. We start by building an amplifier of gain

A 2 = DA h in which 5 is a large number. Feedback is now introduced to

divide the gain by the factor D. The stability will be improved by the same
factor D, since both gain and instability are divided by the desensitivity D.
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If now the instability of the amplifier of gain A 2 is not appreciably larger than
the instability of an amplifier of gain without feedback equal to A h this pro-

cedure will have been useful. It often happens as a matter of practice that

amplifier gain may be increased appreciably without a corresponding loss of

stability. For example, the voltage gain of a transistor may be increased by
increasing the collector resistance Rc .

Frequency Distortion It follows from Eq. (13-9) that if the feedback
network does not contain reactive elements, the overall gain is not a function of

frequency. Under these circumstances a substantial reduction in frequency

and phase distortion is obtained. The frequency response of feedback ampli-

fiers is analyzed in the following chapter.

If a frequency-selective feedback network is used, so that /3 depends upon
frequency, the amplification may depend markedly upon frequency. For
example, it is possible to obtain an amplifier with a high-Q bandpass charac-

teristic by using a feedback network which gives little feedback at the center

of the band and a great deal of feedback on both sides of this frequency.

Nonlinear Distortion Suppose that a large amplitude signal is applied to

a stage of an amplifier so that the operation of the device extends slightly

beyond its range of linear operation, and as a consequence the output signal is

slightly distorted. Negative feedback is now introduced, and the input signal

is increased by the same amount by which the gain is reduced, so that the

output-signal amplitude remains the same. For simplicity, let us consider

that the input signal is sinusoidal and that the distortion consists, simply, of a

second-harmonic signal generated within the active device. We assume that

the second-harmonic component, in the absence of feedback, is equal to B 2 .

Because of the effects of feedback, a component B 2f actually appears in the

output. To find the relationship that exists between B 2f and B 2j it is noted
that the output will contain the term —Aj3B 2/ ,

which arises from the component
—(3B 2f that is fed back to the input. Thus the output contains two terms:

B 2} generated in the transistor, and —A&B 2f ,
which represents the effect of

the feedback. Hence

or

B 2 — A(3B 2f — B 2f

z? _ ^2 _ B 2

B2f ~ r+M "
~d

(13-10)

Since A and /3 are generally functions of the frequency, they must be evaluated

at the second-harmonic frequency.

The signal Xs to the feedback amplifier may be the actual signal externally

available, or it may be the output of an amplifier preceding the feedback stage

or stages under consideration. To multiply the input to the feedback amplifier

by the factor |1 + Aj8|, it is necessary either to increase the nominal gain of the
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preamplifying stages or to add a new stage. If the full benefit of the feedback

amplifier in reducing nonlinear distortion is to be obtained, these preamplifying

stages must not introduce additional distortion, because of the increased output

demanded of them. Since, however, appreciable harmonics are introduced

only when the output swing is large, most of the distortion arises in the last

stage. The preamplifying stages are of smaller importance in considerations

of harmonic generation.

It has been assumed in the derivation of Eq. (13-10) that the small amount
of additional distortion that might arise from the second-harmonic component

fed back from the output to the input is negligible. This assumption leads to

little error. Further, it must be noted that the result given by Eq. (13-10)

applies only in the case of small distortion. The principle of superposition

has been used in the derivation, and for this reason it is required that the

device operate approximately linearly.

Reduction of Noise By employing the same reasoning as that in the

discussion of nonlinear distortion, it can be shown that the noise introduced in

an amplifier is divided by the factor D if feedback is employed. If D is much
larger than unity, this would seem to represent a considerable reduction in the

output noise. However, as noted above, for a given output the amplification

of the preamplifier for a specified overall gain must be increased by the factor D.

Since the noise generated is independent of the signal amplitude, there may be

as much noise generated in the preamplifying stage as in the output stage.

Furthermore, this additional noise will be amplified, as well as the signal, by

the feedback amplifier, so that the complete system may actually be noisier

than the original amplifier without feedback. If the additional gain required

to compensate what is lost because of the presence of inverse feedback can be

obtained by a readjustment of the circuit parameters rather than by the addi-

tion of an extra stage, a definite reduction will result from the presence of the

feedback. In particular, the hum introduced into the circuit by a poorly

filtered power supply may be decreased appreciably.

13-5 INPUT RESISTANCE 4

We now discuss qualitatively the effect of the topology of a feedback amplifier

upon the input resistance. If the feedback signal is returned to the input in

series with the applied voltage (regardless of whether the feedback is obtained

by sampling the output current or voltage), it increases the input resistance.

Since the feedback voltage Vf opposes Vs ,
the input current U is less than

it would be if Vf were absent. Hence the input resistance with feedback

Rif = V'/Ii (Fig. 13-10) is greater than the input resistance without feedback

Ri. We show below that, for this topology, R if = /?,•( 1 + PA) = RiD.

Negative feedback in which the feedback signal is returned to the input in

shunt with the applied signal (regardless of whether the feedback is obtained
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Fig. 13-10 Voltage-series feedback circuit used to calculate input

and output resistances.

by sampling the output current or voltage) decreases the input resistance. Since

I 3 = I{ + 7/ [Eq. (13-1)], then the current I s drawn from the signal source is

increased over what it would be if there were no feedback current. Hence

Rif
= Vi/Is (Fig. 13-11) is decreased because of this type of feedback. We

show below that, for this topology, Rif = R{ (1 + pA) = Ri/D.

Table 13-3 summarizes the characteristics of the four types of negative-

feedback. configurations: For series comparison
,
R if > R {j whereas for shunt

mixing
, Rif < R{.

TABLE 73-3 Effect of negative feedback on amplifier characteristics

Type of feedback

Voltage

series Current series

Current

shunt Voltage shunt

Reference Fig. 13-9a Fig. 13-96 Fig. 13-9c Fig. I3-9d

Rof Decreases Increases Increases Decreases

Ri/ Increases Increases Decreases Decreases

Improves characteristics of. Voltage Transconductance Current Transresistance

amplifier amplifier amplifier amplifier

Desensitizes A V f Gm / An Rm f

Bandwidth Increases Increases Increases Increases

Nonlinear distortion Decreases Decreases Decreases Decreases

Voltage-series Feedback We now obtain R,y quantitatively. The
topology of Fig. 13-9a is indicated in Fig. 13-10, with the amplifier replaced by

its Thevenin’s model. In this circuit A v (corresponding to A vs in Chap. 8)

represents the open-circuit voltage gain taking R s into account. Since through-

out the discussion of feedback amplifiers we shall consider R s to be part of the

amplifier, we shall drop the subscript s on the transfer gain and input impedance

(A v instead of A VSJ Ri instead of Risj Rif instead of R ifsj Gm instead of Gma ,
etc.).
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From Fig. 13-10 the input impedance with feedback is Rif = V8/Ii. Also

V8 — IiRi + Vf = IJRi + f$V» (13-11)
and

Vo = ~%L = A viiRi
Jtto ii/jj

(13-12)

where

a Vo A vRl
(13-13)Ar m

r,
m
ST+si

From, Eqs. (13-11) and (13-12)

Rv =
jf

= fl.(l + pAr) (13-14)

Whereas A v represents the open-circuit voltage gain without feedback, Eq.
(13-13) indicates that Ay is the voltage gain without feedback taking the load
Rl into account. Therefore

A v = Jim A v (13-15)

Current-series Feedback
ogy of Fig. 13-95, we obtain

Rif = ^i(l + &Gm)
where

Gm = lim Gm

and
Rl—()

x o

M = W = GmR0

Vi R 0 + Rl

Proceeding in a similar manner for the topol-

(13-16)

(13-17)

(13-18)

Note that Gm is the short-circuit transconductance, whereas Gm is the trans-

conductance without feedback taking the load into account. Note that Eqs.
(13-14) and (13-16) confirm that for series mixing Rif > R { .

Current-shunt Feedback The topology of Fig. 13-9c is indicated in
Fig. 13-11, with the amplifier replaced by its Norton's model. In this circuit

Fig. 13-11 Current-shunt feedback circuit used to calculate input and output

resistances.
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Ai represents the short-circuit current gain taking R s into account. From
Fig. 13-11

and

where

I B — + If = I{ + 0lo

lo
A

i.Rol

i

^ j
73 ~7" 73 ^ T-i 1

-fto "T" J^VL

a h A{R0
I = Z~ R0 + Rl

(13-19)

(13-20)

(13-21)

From Eqs. (13-19) and (13-20)

I s — (1 + pAi)Ii (13-22)

From Fig. 13-11, R if = Vi/Is and Ri = Vi/Ii. Using Eq. (13-22), we obtain

73 = Vi = ^
if

(1 + fiAj)Ii 1 + fiAr
(13-23)

Whereas Ai represents the short-circuit current gain, Eq. (13-21) indicates that

Aj is the current gain with out feedback taking the load Rl into account. Therefore

Ai = lim Aj
Rl^O

(13-24)

Voltage-shunt Feedback Proceeding in a similar manner for the topology

of Fig. 13-9d, we obtain

where

Rif
Ri

1 + $Rm

__ Vo _ RmRh
li Rq + Rl

(13-25)

(13-26)

Note that Rm is the open-circuit transresistance, whereas RM is the trans-

resistance without feedback taking the load into account. Therefore

Rm = lim Rm (13-27)
jRl—

Note that Eqs. (13-23) and (13-25) confirm that for shunt comparison Rif < Ri.

The expressions for Rif are summarized in Table 13-4.

13-6 OUTPUT RESISTANCE 4

We now discuss qualitatively the effect of the topology of a feedback amplifier

upon the output resistance. Negative feedback which samples the output

voltage
,
regardless of how this output signal is returned to the input, tends to
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decrease the output resistance . For example, if RL increases so that V0 increases,

the effect of feeding this voltage back to the input in a degenerative manner
(negative feedback) is to cause V0 to increase less than it would if there were no
feedback: Hence the output voltage tends to remain constant as RL changes,
which means that R0f « Rl . This argument leads to the conclusion that this

type of feedback (sampling the output voltage) reduces the output resistance.

By reasoning similar to that given above, negative feedback which samples
the output current will tend to hold this current constant. Hence an output-
current source is created (Rof » Rl), and we conclude that this type of sampling
connection increases the output resistance.

In summary (Table 13-3) : For voltage sampling
,
Rof < R 0J whereasfor current

sampling
,
R 0f > R0 .

Voltage-series Feedback We now obtain quantitatively the resistance
with feedback Rof looking into the output terminals but with RL disconnected.
To find R0f we must remove the external signal (set Vt = 0 or I s = 0), let

Rl ~ 00
;
impress a voltage V across the output terminals, and calculate the

current I delivered by V. Then Rof e= V/I. From Fig. 13-10 we find (with
Vo replaced by V)

V - A vV{ = V + 0A.V
R0 R0

(13-28)

because, with Vs = 0, V{ = —Vf = — /3Y. Hence

R0

1 + pA v
(13-29)

Note that R 0 is divided by the desensitivity factor 1 + which contains the
open-circuit voltage gain A v (not A v).

The output resistance with feedback R'of which includes RL as part of the

amplifier is given by Rof in parallel with RL) or

Ri
Rq/Rl RoRl 1 _ R0Rl

Rof + Rl 1 + &A V R0/{ 1 + pA v) + RL R0 + RL -f- j
QA vRl

RqRl/ (

R

o ~h Rl)

1 + j
QA vRl/(Rq + Rl)

(13-30)

Since R'0 = R 0 \\Rl is the output resistance without feedback but with Rl con-

sidered as part of the amplifier
,
and using Eq. (13-13) relating A v to A V} we

obtain

Kf
Ri

l+iQAy (13-31)

Note that R0 is now divided by the desensitivity factor 1 + fiA v which contains

the voltage gain A v that takes Rl into account.
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Voltage-shunt Feedback Proceeding as outlined above, we obtain for

this topology

R-'-7TW, “d (13-32)

Note that Eqs. (13-31) and (13-32) confirm that for voltage sampling R0/ < R0 .

Current-shunt Feedback From Fig. 13-11 we find (with V 0 replaced by V)

I = ~ - Adi
-tio

(13-33)

With Is = 0, L = -/,= --jS/0 = +j61. Hence

I = Z- — pAd or
ilo

7(1 + pAi) = L
£vo

(13-34)

R0f
=

-j
= Rf 0 { 1 + fiAi) (13-35)

Note that R0 is multiplied by the desensitivity factor 1 + fiAi which contains

the short-circuit current gain A { (not Ai).

The output resistance R'of which includes Rl as part of the amplifier is not

given by R f

0 { 1 + j
8Ai), as one might thoughtlessly expect. We shall now find

the correct expression for R'of .

„ _ Rq/Rl __ Ro(l + (3Aj)RL
of R0f + Rl Ro( 1 + (3Ai) + Rl

R0Rl 1 ~\~ pAi

R 0 + Rl 1 ~\~ pAiR0/ (R0 + Rl)

Using Eq. (13-21) and with R'0 = R0 \\RLj we obtain

(13-36)

Rif = R'o
1 +j6Aj
1 + j

SAj
(13-37)

For Rl = co
,
Ai = 0 and R'Q = R0} so that Eq. (13-37) reduces to

R'o/ — Ro( 1 + &Ai)

in agreement with Eq. (13-35).

Current-series Feedback Proceeding as outlined above, we obtain for

this topology

Rof = Ro{l + P

G

m) and R'o{ = R'0 )
+

fff" (13-38)
1 -p pC7M

Note that Eqs. (13-37) and (13-38) confirm that, for current sampling, Rof > R0 .

The expressions for RQf and R'of are summarized in Table 13-4. The above

derivations do not assume that the network is resistive. Hence, if A or 0 is a
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function of frequency, R should be changed to Z in Table 13-4. Then Zif(Zof)
gives the input (output) impedance with feedback.

13-7 METHOD OF ANALYSIS OF A FEEDBACK AMPLIFIER

It is desirable to separate the feedback amplifier into two blocks, the basic
amplifier A and the feedback network 0, because with a knowledge of A and (3,

we can calculate the important characteristics of the feedback system, namely,
A f} Rif ,

and Rof . The basic amplifier configuration without feedback but taking
the loading of the (3 network into account is obtained 5 by applying the following
rules

:

To find the input circuit:

1. Set V0 = 0 for voltage sampling. In other words, short the output
node.

2. Set T0 ~ 0 for current sampling. In other words, open the output loop.
To find the output circuit:

1. Set Vi = 0 for shunt comparison. In other words, short the input
node.

2. Set f = 0 for series comparison. In other words, open the input loop.

These procedures ensure that the feedback is reduced to zero without altering
the loading on the basic amplifier.

The complete analysis of a feedback amplifier is obtained by carrying out
the following steps:

1. Identify the topology, (a) Is the feedback signal Xf a voltage or a
current? In other words, is X/ applied in series or in shunt with the external
excitation? (6) Is the sampled signal X0 a voltage or a current? In other
words, is the sampled signal taken at the output node or from the output loop?

2. Draw the basic amplifier circuit without feedback, following the rules
listed above.

3. Use a Thevenin’s source if Xf is a voltage and a Norton’s source if Xf
is a current.

4. Replace each active device by the proper model (for example, the
hybrid-II model for a transistor at high frequencies or the ^-parameter model
at low frequencies).

5. Indicate Xf and XQ on the circuit obtained by carrying out steps 2, 3,

and 4. Evaluate (3 = Xf/X0 .

6. Evaluate A by applying KVL and KCL to the equivalent circuit

obtained after step 4.

7. From A and /?, find D
}
A f} Rifi R0/} and R'of .

Table 13-4 summarizes the above procedure and should be referred to when
carrying out the analyses of the feedback circuits discussed in the following
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sections. We shall consider only the low-frequency response in this chapter

and reserve the high-frequency analysis for the next chapter.

13-8 VOLTAGE-SERIES FEEDBACK

Two examples of the voltage-series topology are considered in this section: the

FET common-drain amplifier (source follower) and the bipolar transistor

common-collector amplifier (emitter follower). A transistor two-stage volt-

age-series configuration is given in the following section.

The FET Source Follower The circuit is given in Fig. 13-12a. The feed-

back signal is the voltage Vf across R
,
and the sampled signal is the output

voltage V0 across R. Hence this is the case of voltage-series feedback, and

we must refer to the first topology in Table 13-4.

TABLE 13-4 Feedback amplifier analysis

Topology

Characteristic^'-^^^
a)

Voltage series

(2)

Current series

(3)

Current shunt

(4)

Voltage shunt

Feedback signal Xf Voltage Voltage Current Current

Sampled signal X 0 Voltage Current Current Voltage

To find input loop, setf. Vo = 0 Io = 0 I0 — 0 Vo = 0

To find output loop, setf U = o Ii = 0 Vi = 0 Vi = 0

Signal source Th^venin Thcvenin Norton Norton

0 = xf/x 0 Vf/Vo v,/h If/Io h/Vo
A = Xo/Xi Ay = Vo/Vi Gm = IJVi A

i

= Io/Ii Rm = Vo/I,

D = 1 + pA 1 IMv 1 + &Gm 1 +M/ 1 + (3Rm

A, Ay/D Gm/D At/D Rm/D
Rif RiD RiD Ri/D Ri/D

R0

Roil + PGm ) RJl 4- BAi )

Rq
n 0/

1 + (3A V 1 + &Rm

K , 1 fiGm 1 + Mi K
R0f

= Roj^Rxi
1)

R
° D D

f This procedure gives the basic amplifier circuit without feedback but taking the load-

ing of (3, Rl and Ra into account.

Wc must now draw the basic amplifier without feedback. To find the

input circuit, set V0 = 0, and hence V3 appears directly between G and S. To

find the output circuit, set I{ = 0 (the input loop is opened), and hence R
appears only in the output loop. Following these rules we obtain Fig. 13-126.

If the FET is replaced by its low-frequency model of Fig. 10-8, the result is

Fig. 13-12c. From this figure Vf and V0 are equal, and jS = Vf/V0 = 1.
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D

Fig. 13-12 (a) The source-follower. (Jb) The amplifier without feedback

and (c) the FET replaced by its small-signal low-frequency model.

This topology stabilizes voltage gain.

Fig. 13-12c. Since without feedback V{ =
A v is calculated by inspection of

Va ,
then

Vo = gmVsTdR = fxR

Vi (rd + R)Va Ta + R (13-39)

where ju = gmrd from Eq. (10-15).

D = 1 + pAy — 1 +
&R _ T'd H~ (1 H~ p)R

Td + R ? d + R

AA-Vf — fxR

D Td + (1 + p)R

(13-40)

(13-41)

The input impedance of an FET is infinite, R{ = °o
7

and hence

Rif = RJ) = oo.

We are interested in finding the output resistance seen looking into the

FET source S. Hence R is considered as an external load From Table
13-4

P Ro rd
of

1 + fiA v 1 + j

u

(13-42)
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because R0 = rrf from Fig. 13-12c, 0=1, and = lim = m from Eq.

(13-15). Also, from Table 13-4

Rf = K = rd + ft Rrd
of D R + urd + + 1)# + (m + 1)#

Note that

Rof = lim = r*

o M + 1

(13-43)

which agrees with Eq. (13-42).

Since the three assumptions listed in Sec. 13-2 are satisfied, the above
results are exact and agree with those obtained in Sec. 10-8 without the use of

feedback formulas.

The Emitter Follower The circuit is given in Fig. 13-13a. The feedback
signal is the voltage Vf across R e) and the sampled signal is V0 across Re .

Hence this is a case of voltage-series feedback, and we must refer to the first

topology in Table 13-4.

We now draw the basic amplifier without feedback. To find the input
circuit, set V0 = 0, and hence Va in series with R s appears between B and E.

Fig. 13-13 (a) An emitter follower, (b) The amplifier without feedback and (c)

the transistor replaced by its approximate low-frequency model.
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To find the output circuit, set /, = Ib = 0 (the input loop is opened), and

hence R e appears only in the output loop. Following these rules, we obtain

the circuit of Fig. 13-136. If the transistor is replaced by its low-frequency

approximate model of Fig, S-23, the result is Fig. 13-13c. From this figure

V0 = Vf and 0 = V0 'Vf = 1 .

This topology stabilizes the voltage gain. Ay is calculated by inspection

of Fig. 13- 13c. Since R s is considered as part of the amplifier, then V{ = V8 ,

and

V0 JlfelbRc hfeRe

Vi Vs Rs A- hie
(13-44)

e - 1 + ^- I + «TFfe
a Ay hfJR e

D R$ A~ hie A~ hfJR e

Rb H~ hie H~ hfeRc

Rs + hie
(13-45)

(13-46)

For hfeRe » Rs + h ie ,
Ayf ~ 1, as it should be for an emitter follower.

The input resistance without feedback is Ri = R s + hie from Fig. 13-13c.

Hence

Rif — R{D = (R s + hu)
Rg

| hie | hfeRe

Rs + hie
R s + Kie + hfcRe (13-47)

We are interested in the resistance seen looking into the emitter. Hence
R e is considered as an external load. From Table 13-4

T? - Ro - ^
of

1 + (3A V
oo

(13-48)

because, from Fig. 13-3c,- we are looking into a current source R 0 = °o and

A v = lim Ay = oo from Eq. (13-15). The indeterminacy in Eq. (13-48) may
R(—> oo

be resolved by first evaluating R'of and then going to the limit R e —» °o . Thus,

since R'0 = R e ,

and

p/ _ R'o __ Re(R e + hje)

°* D R e + hie + hfeRe

Rof = lim R'of =
Rb + hi(

Rt—^ 00

of

(13-49)

(13-50)

Note that the feedback desensitizes voltage gain with respect to changes

in hfe and that it increases the input resistance and decreases the output

resistance.

The foregoing expressions for Ayf ,
Rif ,

and R0f are based on the assumption

of zero forward transmission through the feedback network. Since there is such

forward transmission because the input current passes through R e in Fig.l3-13a,

these expressions are only approximately true. In this example w^e have in

effect neglected the base current winch flow’s in R e compared with the collector
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current. The more exact answers are obtained in Sec. 8-8, and they differ

from those given above only in that hfe must be replaced by hJe + 1.

13-9 A VOLTAGE-SERIES FEEDBACK PAIR

Figure 13-14 shows two cascaded stages whose voltage gains are Avi and Av 2 ,

respectively. The output of the second stage is returned through the feedback
network R&t in opposition to the input signal Vs . Clearly, then, this is a
case of voltage-series negative feedback. According to Table 13-3, we should
expect the input resistance to increase, the output resistance to decrease, and
the voltage gain to be stabilized (desensitized).

The first basic assumption listed in Sec. 13-3 is not strictly satisfied for the
circuit of Fig. 13-14a because I' represents transmission through the feedback
network from input to the output. We shall neglect I' compared with I on
the realistic assumption that the current gain of the second stage is much
larger than unity. Under these circumstances very little error is made in using
the feedback formulas developed in this chapter.

The input of the basic circuit without feedback is found by setting V„ = 0
(Table 13-4), and hence R 2 appears in parallel with R i. The output of the
basic amplifier without feedback is found by opening the input loop (set I' = 0),

and hence Ri is placed in series with Following these rules results in Fig.

13-146, to which has been added the series feedback voltage V

j

across R\ in the
output circuit. Clearly,

Vf _ fli

V„ R,. + R (13-51)

Second-co I lector to First-emitter Feedback Pair The circuit of Fig. 13-15
shows a two-stage amplifier which makes use of voltage-series feedback by

Fig. 13-14 (a) Voltage-series feedback pair, (b) Equivalent circuit,

without external feedback, but including the loading of Ri.
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Fig. 13-15 Second-collector to first-emitter feedback pair.

connecting the second collector to the first emitter through the voltage divider

RiRi- Capacitors C 1, C 2, C5, and C& are dc blocking capacitors, and capacitors

C z and C 4 are bypass capacitors for the emitter bias resistors. All these

capacitances represent negligible reactances at the frequencies of operation

of this circuit. For this amplifier the voltage gain Ayj is given approximately
by 1/(3, and is thus stabilized against temperature changes and transistor

replacement. A more accurate determination of Av/
}
as well a& a calculation

of input and output resistance, is given in the following illustrative problem.

EXAMPLE Calculate A Vf t
R 0/, and Rif for the amplifier of Fig. 13-15. Assume

Rs = 0, hfe = 50, hic = 1.1 K, hre = hoe = 0, and identical transistors.

Solution We first calculate the overall voltage gain without feedback from =
A V\A V2 . The effective \oa,d'R

f

L1 of transistor Ql is

R'li = 10|| 47 1| 33 1|
1 . 1 K = 942 £2

From Fig. 13-146 we see that the effective load R'L2 of transistor Q2 is the col-

lector resistance Rc 2 = 4.7 K in parallel with Ri + R 2 = 4.8 K,

R'L2 = 4.7||4.8 = 2.37 K

From Fig. 13-146 we see that the effective emitter impedance Re of Ql is A1JIA2
or

Re = R 1WR 2 = 0.1||4.7 K = 0.098 K = 98 Q

The voltage gain A V i of Ql is, from Eq. (8-60) and Fig. 13-146 with Vi = VS}

A s Z.i = -hf'R'L 1 = -50 X 0.942

Vi hie + (1 + h/e)Re 1.1 +51 X 0.098
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The voltage gain A V2 of Q2 is, from Eq. (8-52),

A r2 - £ = - hf.

^

= -50 X— = -108
V\ hie 1.1

Hence the voltage gain A v of the two stages in cascade without feedback is

V
Av — ~ = A v\Avi — 7.72 X 108 ~ 834

V i

0 =
R i

R\ R 2

100

4,800

_1

48
= — and A,* = ^ = 17.4

48

D — 1 -T $A y = 18.4

A
834

18.4
= 45.4

This value is to be compared with the approximate solution (based upon
A v —> °°) given by Av/ = 1 'jS = 48.

The input resistance without external feedback is, from Eq. (8-55),

Ri « hu + (1 + hfe)R c = 1.1 + 51 X 0.098 = 6.1 K

Hence, from Eq. (13-14),

Rif = RiD = 6.1 X 18.4 = 112 K

The output resistance without feedback is R f

0 = R f

L2 = 2.37 K. Hence,
from Table 13-4

, = = MZ K = 129 n
' D 18.4

It is interesting to note that there is internal (local) feedback in the first stage

of Eig. 13-145 because the RiR 2 parallel combination acts as an emitter resistor.

This first stage is an example of current-series feedback, which is analyzed in the

next section.

13-10 CURRENT-SERIES FEEDBACK

Two examples of the current-series topology are considered in this section.

The common-emitter transistor amplifier with a resistance Re in the emitter

is analyzed first. Then the FET common-source amplifier with a resistor R
in the source lead is studied.

The Transistor Configuration The circuit is given in Fig. 13-16a. The
feedback signal is the voltage Vf across R e and the sampled signal in the load

current IQ . [For the present argument, we neglect base current compared
with collector (load) current.] Hence this is a case of current-series feedback.
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In passing, note that although I0 is proportional to V0} it is not correct to

conclude that this is a voltage-series feedback. Thus, if the output signal is

taken as the voltage V0J then

a _ Vf _ — IoRc _ Re
p ” To

~ ”
fix,

Since £ is now a function of the load Rl, the third basic assumption given in

Sec. 13-3 is violated.

We must refer to the second topology in Table 13-4. The input circuit

of the amplifier without feedback is obtained by opening the output loop.

Hence Re must appear in the input side. Similarly, the output circuit is

obtained by opening the input loop, and this places R e also in the output side.

The resulting equivalent circuit is given in Fig. 13-166. No ground can be

indicated in this circuit because to do so would again couple the input to the

output via R e ]
that is, it would reintroduce feedback. And the circuit of Fig.

13-166 represents the basic amplifier without feedback, but taking the loading

of the p network into account.

This topology stabilizes the transconductance Gm. In Fig. 13- 16c the

transistor is replaced by its low-frequency approximate ^-parameter model.

c

Fig. 13-16 (a) Amplifier with an unbypassed emitter resistance as an example

of current-series feedback. (Jb) The amplifier without feedback, but including

the loading of R e . (c) The /i-parameter model used for the transistor in (Jb).
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Since the feedback voltage Vf appears across R e in the output circuit, then,

from Fig. 13-16c

(13-52)

Since the input signal V{ without feedback is the Vs of Fig. 13-16c, then

~ hfe/nf Io hfeIb
M " T< Vg ~ R s + h^+R<

jy _ 2 _|_ ftQM = 1 -|

hfeR e _ R s + hie + (1 + hfe)R e

n Gm
VTMf = “fT =

Rs + hi e + Re

— h/e

Rs + hie + R e

D R 8 + hie + (1 + hfe)R e

(13-53)

(13-54)

(13-55)

Note that if (1 + h/e)R e » R s + hiey andsince hfe 1, then GMf ~ — 1/Re ,
in

agreement with Gm/ ~ 1//3. If is a stable resistor, the transconductance
gain with feedback is stabilized (desensitized). The load current is given by

la = GM/V8 =
- hfeV8

Rs + hie + (1 + hfe)Re

V.

Re
[(13-56)

Under the conditions (1 + hfe)R e » R a + h ie and hfe » 1, the load current is

directly proportional to the input voltage
,
and this current depends only upon R e ,

and not upon any other circuit or transistor parameter. As an example, consider

that this circuit is used as the driver for the deflection current I0 in a magnetic
cathode-ray oscilloscope. The load is then the deflection-yoke impedance,
which is essentially an inductance whose reactance is proportional to frequency.

Yet, from Eq. (13-56) the load current is independent of the characteristics

of the yoke. If a deflection which varies linearly with time is desired, it is

only necessary to generate a voltage waveform V8 which increases linearly with
time (we are assuming that the deflection of the spot on the tube face is pro-

portional to the yoke current).

The voltage gain is given by

Ayf = °^
L — Gm/Rl = hfgRL

Rs + hie + (1 + hfe)R e

(13-57)

Subject to the approximations made above, AVf « —Rl/Ro and the voltage

gain is stable if RL and R e are stable resistors.

From Fig. 13-16c, we see that R { = R s + h ie + R e . Hence, from Eq.

(13-16),

Rif — RiD — Rs + hie + (1 + hfe) Re (13-58)

Because Re is considered to be part of the amplifier, it appears above as a com-
ponent of the input resistance.
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Since R0 = «>, then Rof = R0D = «>. Hence R*of = RL \\Rof = Rl . An
alternative derivation is to use the expression in Table 13-4, namely,

p/ _ p/ 1 + PG™
Kof ~ K°1+ PGm

Since Gm represents the short-circuit transconductance, then Gm = lim GM
Rl— 0

[Eq. (13-17)]. However, from Eq. (13-53), Gm is independent of R L} and

hence Gm = Gm and R'of = R'0 = RL ,

The above results agree exactly with those derived in Sec. 8-15 because

all three assumptions listed in Sec. 13-4 are satisfied. Note, in particular, that

if the amplifier is deactivated (say, hfe = 0), then I0 = 0, which means that

none of the input signal appears at the output via the feedback block. Hence
the first condition is satisfied, even though the£! network is simply a resistor R e .

Note that for this topology it is not necessary to assume that the base current

is negligible compared with the collector current.

EXAMPLE The circuit of Fig. 13-16a is to have an overall transconductance

gain of —1 mA/V, a voltage gain of —4, and a desensitivity of 50. If R s
—

1 K,

hfe = 150, and rbb> is negligible, find (a) Re ,
(b) R L} (c) Rif} and (d) the quiescent

collector current Ic at room temperature.

Solution a. Gmj ~~^ = — = —

1

D 50

or

Gm ~ — 50 mA/V

Since j8 = —Rcy then

D = 1 + PGm = 1 + 50R e = 50

or

Re = 0.98 K«1K
b. A Vf = Gm/Rl

=^ =— = 4K
Out -1

c. From Eq. (13-53)

Gm ~ — 50 — -hfE -150

Rs + hie + Re 1 + hie + 1

or

hu = 1 K

Ri — R s + h^ + Rc = 3 K
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Rif = RiD =
(3) (50) - 150 K

d. From Eqs. (9-9) and (9-6)

h{e Tbb' + Tb'e

or

hfe __ hfeV

T

Qm Ic

Ic = hfeV T

hie

(150) (0.026)

1

3.9 mA

The FET CS Stage with a Source Resistor R The circuit of Fig. 13-17a is

analogous to the transistor CE stage with an emitter resistor R e . Proceeding

as we did for the transistor amplifier, we obtain the circuit of Fig. 13-176.

Replacing the FET by its low-frequency model results in Fig. 13-17c. "Without

feedback Vi = Ve and

O O

Ljm = TF = TF = QwTd.
—
M

Vi V3 Td. + Rl "1-/2 Td + Rl + R

where /x = Tdgm from Eq. (10-15).

P = Y = ~R
j- o

D = 1 + £$Gm — 1 +

Gm

i
uR

y-f ^ m _—
T~\

—

Td + Rl + R

— V

Td + Rl -h (m ~h l)-/2

Td T- Rl T* R

D Td + Rl + (/x 1)R

Since Ri = *>

,

then

(13-59)

(13-60)

(13-61)

(13-62)

Rif = RiD = oo (13-63)

If Rl is considered to be an external load, then from Fig. 13-17c

Ro = Td -|- R

To calculate Rof we need Gm ,
and from Eq. (13-17), Gm = lim Gm. Since j3 is

Rl—*0
independent of RL ,

then using Eq. (13-61),

1 + 0Gm = lim D = rd + (/d + 1)fi
(13-64)

Rl—* 0 Td + R

Rf = B.(l + PGm) = (n + R)
r
-± + (

1
+
P
1)R = rd + 0* + 1)B

Td H- K

(13-65)

The above results agree with those obtained in Sec. 10-7.
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Fig. 13-17 (a) An FET amplifier with a source resistor R. (b) The amplifier

without feedback, but including the loading of R. (c) The FET replaced by its

small-signal low-frequency model.

R'0f is most easily calculated as R L \\R0f. The same result may be obtained

from the expression in Table 13-4, with R*0 ~ R0 \\Rl- Thus

Kf = R ,
1 + PG

0 D
m

(rd + R)R l Yd + Qu + 1)R Td + Rl + R
Td + Rl + R Yd + R Td + Rl + (ju + l)/£

RjXu + (n + 1 )R]

Td + Rl + (m + 1)/?
(13-66)

which is equivalent to Rl in parallel with Rof .

13-11 CURRENT-SHUNT FEEDBACK

Figure 13-1S shows two transistors in cascade with feedback from the second

emitter to the first base through the resistor R\ We now verify that this con-

nection produces negative feedback. The voltage V i2 is much larger than

Fii because of the voltage gain of Q 1. Also, V i2 is 180° out of phase with Vn ,

Because of emitter-follower action, Vc2 is only slightly smaller than V i2 ,
and

these voltages are in phase. Hence Vc2 is larger in magnitude than Va and
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is 180° out of phase with V,i. If the input signal increases so that /' increases,
1/ also increases, and 7,- = 7, 7/ is smaller than it would be if there were no
feedback. This action is characteristic of negative feedback.

We now show that the configuration of Fig. 13-18 approximates a current-
shunt feedback pair. Since Fe2 J>> FH, and neglecting the base current of Q2
compared with the collector current,

or

Ve2 _ (IQ - If)Re

R f R f

- _ RJo
' R' + Re

pi.

(13-67)

(13-68)

where f3 Re/(R' + Re). Since .the feedback current is proportional to the
output current, this circuit is an example of a current-shunt feedback amplifier.
From Table 13-3 we expect the transfer (current) gain AIf to be stabilized.

_ 7o „ 1 _ R' + Re

7. 0 R e
(13-69)

and hence we have verified that AIf is desensitized provided that R' and Re are
stable resistances. Note that I, = VJR,.

From Table 13-3 we expect the input resistance to be low and the output
resistance to be high. If we assume in Fig. 13-18 that R'if = 0, then

F, = IaRs = 7'i?,

and the voltage gain with feedback is

^
Fo IqRc2

_
R f

“k Re Rc2 Rc2
VI

Vs -
I.Rs Rl ^7 “ Ws (13-70)

Fig. 13-18 Second-emitter to first-base feedback pair. (The input

blocking capacitor and the biasing resistors are not indicated.)
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Fig. 13-19 The amplifier of Fig. 13-18 without feedback,

but including the loading of R\

Note that if R e} R

R

c2) and R s are stable elements, then A V/ is stable (inde-

pendent of the transistor parameters, the temperature, or supply-voltage

variations).

The Amplifier without Feedback We must refer to the third topology

in Table 13-4. The input circuit of the amplifier without feedback is obtained

by opening the output loop at the emitter of Q2 . This places R 1

in series with

R e from base to emitter of Ql. The output circuit is found by shorting the

input node (the base of Ql). This places R f

in parallel with R e . The resultant

equivalent circuit is given in Fig. 13-19. Since the feedback signal is a current,

the source is represented by a Norton's equivalent circuit with I s = VS ‘R S ,

The feedback signal is the current // in the resistor R\ which is in the

output circuit. From Fig. 13-19, with Ib2 < Ic 2 = |/0 |.

P
Re

R' + Re
(13-71)

in agreement with Eq. (13-68).

EXAMPLE The circuit of Fig. 13-18 has the following parameters: R c 1 = 3 K,

Re 2
= 500 RC 2

= 50 fi, R' = R s
= 1.2 K, h/e = 50, hic =1.1 K, and hre =

hoe ~ 0. Find (a) A V/ ; (b ) Rif ;
(c) the resistance seen by the voltage source; and

(d) the output resistance.
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Solution a. Since the current gain is stabilized, we first calculate A lf from
Ai. We can then obtain A v/ from A lf . Referring to Fig. 13-19,

Ic2
__ Ic2 Ib2 Ic L Jb\

la Ib2 /cl Ibl Is
(13-72)

Using the low-frequency approximate /^-parameter models for Q1 and Q2,

— life — —50 — ~\-h/e
= +50

*b2 Ibl
(13-73)

= -0.457
la Rci + Ri2 3 + 3.55

because, from Eq. (13-58),

Ri2 = hi e + (1 + h/c)(Re \\R')
—

1.1 + (51)
^

If R is defined by

R - R,\\{R' + R.) = = o .612 K
1.2 + 1.25

then from Fig. 13-19

’0.05 X 1.20

(13-74)

(13-75)

7. R + hi e 0.61 -)- 1.1

= 0.358 (13-76)

Substituting the numerical values in Eqs. (13-73), (13-74), and (13-76) into

Eq. (13-72) yields

A, = (-50) (-0.457) (50) (0.358) = +406

„ Re 50
,3 = = = 0.040

R' + Re 1,250

D = 1 + 0A, = 1 + (0.040) (406) = 17.2

A t/
-£-««- 23.6
D 17.2

, _ Vo _ -IetRcl _ A,/Re 2 __ (23.6) (0.5) n
‘ 17

Y. I,R, R, 1.2
~ 9,83

The approximate expression of Eq. (13-70) yields

- 10.4
(3RS (0.040) (1.2)

which is in error by 6 percent.

b. From Fig. 13-19, the input impedance without feedback seen by the current
source is, using Eq. (13-75),

Ri = R\{hi.
= (0 ' 6

i

1)

7

(

i

1,1)
= 0.394 IC
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and from Table 13-4 the resistance Rif with feedback seen by the current source is

*“-§

-

i!- 23 -00

c. Note that the input resistance is quite small, as predicted. If the resis-

tance looking to the right of Ra (from base to emitter of Ql) in Fig. 13-18 is R'if}

then Rif = R'if\\R*, or

23.0
1

,
200#,

1,200 + Rif

which yields R'if = 23.4 0. Hence from Fig. 13-18, the resistance with feedback

seen by the voltage source V3 is

R s + R'if = 1,200 + 23.4 Q = 1.22 K

d. If R C 2 is considered as an external load, then R 0 is the resistance seen looking

into the collector of Q2. Since h oc = 0, then R 0 = . From Table 13-4, R 0f
=

R 0 ( 1 + 0Ai) = •

From the calculations in part a, we note that Af is independent of the load

Rl = Rc 2 - Hence A t = lim A t = Aj. Since R'0 = R0 \\Rc 2 = R c i ,
then from

fle2->0

Table 13-4

R'of = R'c
1 + = Ro = = 500 O
1 4- pAi

R'0f may also be calculated as the ratio of the open-circuit voltage V0 to the

short-circuit output current I 0 . Since for h oc = 0, I 0 = —Ie 2 is independent of

Rc 2 ,
then

p' = = Zf If h = ^5 = (9-83) X (1.2) = 50 K
°r L V, I. /„ An 23.6

which agrees with the value found above using Table 13-4.

1 3-12 VOLTAGE-SHUNT FEEDBACK

Figure 13-20a shows a common-emitter stage with a resistor R' connected

from the output to the input. We first show that this configuration conforms

to voltage-shunt topology, and then obtain approximate expressions for trans-

resistance and the voltage gain with feedback.

In the circuit of Fig. 13-20a, the output voltage V0 is much greater than

the input voltage Vi and is 180° out of phase with Y,. Hence

If = (13-77)
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Fig. 13-20 (o) Voltage-shunt feedback, (b) The amplifier without feedback,
but including the loading of R\

where (3 = — l/R'. Since the feedback current is proportional to the output
voltage, this circuit is an example of a voltage-shunt feedback amplifier. From
Table 13-3 we expect the transfer gain (the transresistance) RMf to be desen-
sitized. From Eq. (13-9)

(13-78)

Note that the transresistance equals the negative of the feedback resistance
from output to input of the transistor and is stable if R 1

is a stable resistance.
From Table 13-3 we expect both the input and output resistance to be low

because of the voltage-shunt feedback. If we assume that R'if = 0, then the
voltage gain with feedback is

To _ To 1 R'

Vs IJR, f)R s R, (13-79)

where use is made of Eq. (13-78). Note that if R' and R, are stable elements,
then Avi is stable (independent of the transistor parameters, the temperature,
and supply-voltage variations).

The Amplifier without Feedback We must refer to the fourth topology
in Table 13-4. The input circuit of the amplifier without feedback is obtained
by shorting the output node (V0 = 0). This places R' from base to emitter
of the transistor. The output circuit is found by shorting the input node
(Vi = 0), thus connecting R' from collector to emitter. The resultant equiv-
alent circuit is given in Fig. 13-206. Since the feedback signal is a current, the
source is represented by a Norton’s equivalent with I, = V,/Rs .
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The feedback signal is the current If in the resistor R / which is in the out-

put circuit. From Fig. 13-206

P = If
F0

(13-80)

in agreement with Eq. (13-78).

The first assumption in Sec. 13-3 is not satisfied exactly. If the amplifier

is deactivated by reducing hfe to zero, a current If passes through the p network

(the resistor R') from input to output. This current is given by

/
r,

' R. + R' + Rc

The output current I0 with the amplifier activated is

T = v0 = Avfv.
0

Rc Rc

Hence the condition that the forward transmission through the feedback net-

work can be neglected is \I0
\

|J/|, or

\
Av'\ ^ Rx + R' + Re

(13-81)

Since the voltage gain is at least unity, this inequality is easily satisfied by

selecting R a + R f R c .

EXAMPLE The circuit of Fig, 13-20 has the following parameters: R c = 4 K,

R* = 40 K, Rs = 10 K, hic = 1.1 K, hfe = 50, and h Te = hoe = 0. Find (a) A vf}

(6) Rif ,
and (c) R f

o/ .

Solution a. Since the transresistance is stabilized, we first calculate Rm/ from

Rm . Define Rf

c and R by

R'e = ffollff' = = 3.64 K
44

and

s ,w ,OWl»_ 8K
50

From Fig. 13-206

R = Vo = -IcR' = -hfJiRj = -hfXR
“

I. 1. I, R + h.

. (-50X3.64X8) _ _ K
8 + 1.1

P — = - — = -0.025 mA/V
R' 40

D = 1+ P

R

m = 1 + 0.025 X 160 = 5.00

(13-82)

(13-83)

(13-84)
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1 =

A - V°Av/~ -

Rm -160

5.00

V,
=

I,R,

= -32.0 K

Rms

~r7
(13-85)

or

Ayf = -32.0

10
= -3.20

6. From Fig. 13-206

Rhie (8) (1.1) = 0.968 K = 968 QRi =
R hie 9.1

From Table 13-4

Ri/ = ^ = — = 193 12

D 5.00

Note that the input resistance is quite small, as predicted.

If the input resistance looking to the right of R s (from base to emitter in

Fig. 13-20a) is R'if ,
then Rif = Solving, we find R'if = 196 Q. The

impedance seen by the voltage source Vs is Rs + R-f = 10.2 K.

c. If R c is considered an external load, the output resistance, neglecting feed-
back, is R 0 = R' = 40 K. Since

*. - iim «, - , _ 17eo Ki
Rc- » R + hic 8 + 1.1

because in Eq. (13-83) lim R'c = R'. From Table 13-4 (with R„ = R r
)

R 0f
= R 0 40

1 +$Rm 1 + (0.025) (1,760)
K « 890 O

and

Rot ~ Ro/\\Rc = (890) (4,000)

4,890
= 728 a

Alternatively, R'of can be calculated from the formula in Table 13-4. The output
resistance, taking R e into account but neglecting feedback, is, from Fig, 13-206,
R'„ = Rc\\R' = R'c = 3.64 K. From Table 13-4

T>f _ _
ftof ~ ~ —R'o 3.64 „K = 728 fi

D 5.00

in agreement with the value calculated above.

It is instructive to examine the approximate expression for the voltage
gain given in Eq. (13-79).

40

10
-4.00
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which differs from the value of —3.20 by about 22 percent. This approximate

formula leads to the erroneous conclusion that A v/ increases without limit as

R a
—» 0. The difficulty arises because Eq. (13-79) is valid only if $RM » 1.

However, from Eqs. (13-84) and (13-83)

lim Rm
r,-> o

lim (
o \

kfeRjRs \

Rs + hie)
0

The correct result for A v/ is obtained from Eq. (13-85), namely,

Ay; = lim = lim
R a->

o

-hjcR
'c

Rs + hie

hfeR'e

hie

(13-86)

This equation can be obtained bj inspection of Fig. 13-205. With R a = 0,

Ays = Vo.'Vs is the voltage gain of a CE amplifier with a load R'c = ig c ||ig'.

The circuit of Fig. 13-20 is the basic form of the operational amplifier,

which is discussed in detail in Chap. 15.
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REVIEW QUESTIONS

13-1 (a) Draw the equivalent circuit for a voltage amplifier. (6) For the ideal
amplifier, what are the values of Ri and R 0 1 (c) What are the dimensions of the
transfer gain?

13-2 Repeat Rev. 13-1 for a current amplifier.

13-3 Repeat Rev. 13-1 for a transconductance amplifier.

13-4 Repeat Rev. 13-1 for a transresistance amplifier.

13-5 Draw a feedback amplifier in block-diagram form. Identify each block,
and state its function.

13-6 (a) What are the four possible topologies of a feedback amplifier? (6)
Identify the output signal X0 and the feedback signal X/ for each topology (either as a
current or voltage), (c) Identify the transfer gain A for each topology (for example,
give its dimensions).

(d) Define the feedback factor p.

13-7 (a) What is the relationship between the transfer gain with feedback Af
and that without feedback 4? (6) Define negative feedback, (c) Define positive feed-
back. (d) Define the amount of feedback in decibels.

13-8 State the three fundamental assumptions which are made in order that the
expression A f = A/( 1 + Ap) be satisfied exactly.

13-9 (a) Define desensitivity D . (6) For large values of Z), what is A/? What
is the significance of this result?

13-10 List five characteristics of an amplifier which are modified by negative
feedback.

13-11 State whether the input resistance Rif is increased or decreased for each
topology.

13-12 Repeat Rev. 13-11 for the output resistance R of .

13-13 List the procedures to follow to obtain the basic amplifier configuration
without feedback but taking the loading of the p network into account.

13-14 List the steps required to carry out the analysis of a feedback amplifier.
13-15 Draw the circuit of a single-stage voltage-series feedback amplifier.
13-16 Repeat Rev. 13-15 for a two-stage amplifier.

13-17 Find A s for a source follower using the feedback method of analysis.
13-18 Repeat Rev. 13-17 for an emitter follower.

13-19 Draw a circuit of a current-series feedback amplifier.
13-20 Repeat Rev. 13-17 for a CE stage with an unbypassed emitter resistor.
13-21 Repeat Rev. 13-17 for a CS stage with an unbypassed resistance in the

source lead.

13-22 Draw the circuit of a feedback pair with current-shunt topology.
13-23 Draw the circuit of a voltage-shunt feedback amplifier.



/ STABILITY AND OSCILLATORS

The frequency response characteristics of multipole feedback amplifiers

are studied. It is shown that single-pole and double-pole closed-loop

amplifiers are inherently stable. The step response of these amplifiers

is obtained. A feedback amplifier with more than two poles can

become unstable and break into oscillation if too much feedback is

applied.

The problem of stability is examined. Compensation techniques

which are employed to prevent a feedback amplifier from becoming

unstable are studied. Sinusoidal oscillators are analyzed as special

cases of feedback amplifiers which are intentionally rendered unstable.

14-1 EFFECT OF FEEDBACK ON AMPLIFIER BANDWIDTH

The transfer gain of an amplifier employing feedback is given by Eq.

(13-4), namely,

A, - j-fa .
(14-1)

If |/3A
|

» 1, then

. _ A _ 1
! PA p

and from this result we conclude that the transfer gain may be made to

depend entirely on the feedback network j8. However, it is now impor-

tant to consider the fact that even if 0 is constant, the gain A is not,

since it depends on frequency. This means that at certain high or low

frequencies, \f}A\ will not be much larger than unity. To study the

effect of feedback on bandwidth we shall assume in this section that the

transfer gain A without feedback is given by a single-pole transfer func-

tion. In subsequent sections we consider multipole transfer functions.

447
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Single-pole Transfer Function The gain A of a single-pole amplifier is

given by

A =
i + jU/Jh)

(14-2)

where A 0 (real and negative) is the midband gain without feedback, and fH is

the high 3-dB frequency. The gain with feedback is given by Eq. (14-1), or

using Eq. (14-2),

a _ A 0/[l + jjf/fn)] _ Aq
1

1 + &A 0/[ 1 + j(f/fn)] 1 + (3A 0 +

By dividing numerator and denominator by 1 + (3A OJ tins equation may be put
in the form

A
, =
'

1 + jU/int)
where

(14-3)

A of

A q

1 + (3A 0

and Jiif = fH { 1 + pA 0 ) (14-4)

We see that the midband amplification with feedback A of equals the midband
amplification without feedback A a divided by 1 + (3A Q . Also, the high 3-dB
frequency with feedback fH/ equals the corresponding 3-dB frequency without
feedback fu multiplied by the same factor, 1 + (3A 0 . The gain-frequency

product has not been changed by feedback because, from Eqs. (14-4),

A o/fa/ = A 0fn (14-o)

By starting with Eq. (12-2) for the low-frequency gain of a single

/PC-coupled stage and proceeding as above, we can show that the low 3-dB
frequency with feedback fL/ is decreased by the same factor as is the gain, or

=
1 + (3A 0

(14-6)

For an audio or video amplifier, /// »

/

t ,
and hence the bandwidth is

fu ~ h ~ fu- Under these circumstances, Eq. (14-5) may be interpreted to

mean that the gain-bandwidth product is the same with or without feedback.

Figure 14-la is a plot of A and A f versus frequency, whereas in Fig. 14-15 we
show the Bode plots of both A and A f in decibels vs. log/. The intersection

of the two curves in Fig. 14-15 takes place at the frequencies / = fu and / = fn/
on the low end and high end, respectively. To verify this we equate the mag-
nitude of Eq. (14-4) to the magnitude of Eq. (14-2) and solve for the value of/.

Thus, if /»/// at the intersection point, we have

20 log
A 0

1 + (3A 0

20 log
Ao

Vi + WJhY
~ 20 log

f fu
or

f = fh( 1 + &A 0 ) = fuf (14-7)



Sec. 7 4-7 STABILITY AND OSCILLATORS / 449

Fig. 14-1 (a) Transfer gain is decreased and bandwidth is increased for an ampli-

fier using negative feedback, (b) Idealized Bode plot.

Similarly, we can show that the intersection at the low-frequency end occurs

at / = fl/'

Bandwidth Improvement Equations (14-4) and (14-6) show how the

upper and lower 3-dB frequencies are affected by negative feedback. We may
obtain a physical feeling of the mechanism by which feedback extends band-

width by considering the voltage-series feedback circuit of Fig. 14-2. The
amplifier A v has two input terminals 1 and 2, and the effective input voltage

Vi is the difference in the voltages \\ = V8 and V2 = Vf applied to these two
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vf *

Fig. 14-2 Voltage-series

feedback applied to an am-

plifier with voltage gain A v .

terminals. Such a device is called a difference amplifier and is studied in detail
in Chap. 15. Clearly, Fig. 14-2 has the voltage-series topology of Fig. 13-9a.

Let us assume that the midband voltage gain A Vo = —1,000, (3
= —0.1,

and Vs = 0.1 V. Under these conditions

A — ^ Vo — “LOGO
Vof

1 + AvoP 1 + 100
-9.90

V0 = AvofVs = (-9.90)(0.1) = -0.99 V
Vf = PV0 = (-0.1X-0.99) = 0.099 V
Vi = Vg - Vf = 0.1 - 0.099 = 0.001 V

Note that almost the entire applied signal is canceled (ibucked out) by the
feedback signal, leaving a very small voltage 7* at the input terminals of the
amplifier.

Now assume that at some higher frequency the gain of the amplifier
(without feedback) has fallen to half its previous value, so that A v = —500.
Then, if Vs remains at 0.1 V,

A — A v — — 500
Vf

1 + Ayfi 1 + 50

V0 = AvfVs = (
— 9.80) (0.1)

-9.80

= -0.98 V
Vf = (-0.1X-0.98) = 0.098 V
Vi = 0.1 — 0.098 = 0.002 V

Note that although the base amplifier gain has been halved, the amplification
with feedback has changed by only 1 percent. In the second case, 7t

- has
doubled to compensate for the drop in A v . There exists a self-regulating
action so that, if the open-loop voltage gain falls (as a function of frequency),
the feedback voltage also falls. Therefore less of the input voltage is bucked
out, permitting more voltage to be applied to the amplifier input, and VQ

remains almost constant.

_

Step Response The transient behavior is that discussed in Sec. 12-5 for
a single-pole transfer function. The output for a pulse input is given in
Fig. 12-8, and for a square-wave input in Fig. 12-10.
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14-2 DOUBLE-POLE TRANSFER FUNCTION WITH FEEDBACK

Let us consider a circuit where the basic amplifier gain (without feedback) has
two poles on the negative real axis at s x = -wi and s 2 = — w 2 (on and a> 2 are

positive), as shown in Fig. 14-3. In other words, o>i/27t and w 2/2tr represent

the corner
,
or break, frequencies of the linearized Bode plot (Sec. 12-4). If the

midband gain is A 0 ,
then the transfer gain is given by

A = — = — fi4_o\
(I — S/S 0(I — s/sz) (1 + s/wi)(l -f- s/aj 2)

If this expression for A is substituted into Eq. (14-1), we obtain for Af ,
the

transfer gain with feedback,

or

At =

A f

A o0)iCi32

s 2 + (on + oj 2)s + ojioj 2(1 -f- j8A 0)

A of

(s/o>0)
2 + (1/Q)(s/q)o) + 1

(14-9)

(14-10)

where A oS ,
the midband gain with feedback, is given by Eq. (14-4) and co0 and

Q are defined by

<0o = '\/aJiaJ 2 (l + pA 0)

The poles of A f are

Q - 0)o

0)1 ~f" OJ 2

± = -± + i ITZl
2Q

1
2 VQ 2

(14-11)

(14-12)

Fig. 14-3 Root locus of the two-pole transfer function in the

s - a + jco plane. The value Qmin corresponds to (3A 0 = 0.
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or

8 = - ± Vl -W (14-13)

where the value «0
. Q = an + a> 2 from Eq. (14-11) is used. For negative feed-

back we shall assume (3A 0 to be real and positive. Hence the minimum value

of Q is obtained for (3A 0 = 0 or Qm in = \Ajio> 2/(wi + o> 2). Substituting Qm in

into Eq. (14-13) yields, after a little algebraic manipulation, the two values

si/ = — oil and s 2; = — a> 2 . Clearly, this result is correct, since if (3A 0 = 0,

the poles with feedback (si/ and s 2/) must coincide with the poles (si = — an

and s 2 = — co 2 ) of the basic amplifier before feedback is added.

Root Locus 1 - 2 The movement of the poles in the s plane (s = a + jco)

as the feedback is increased is indicated in Fig, 14-3. The poles start at — an

and — o> 2 at Q m i n and move toward each other along the negative real axis as

Q is increased until at Q = 0.5 the poles coincide. This behavior follows

from Eq. (14-13), which shows that the values of s are real for Q < 0.5,

and at Q = 0.5 the poles coincide at the value — |(wi + a> 2). For Q > 0.5 the

two values of s become complex conjugates with the real part remaining at

—
-J-(a>i + co 2 ) ?

as sketched in Fig. 14-3. Incidentally, the magnitude of a

complex pole is |s| = co0 . This result is obtained by taking the magnitude of

Eq. (14-12) for Q > 0.5. Thus

s I

2

W 0

= 1 or \sif \
= \s 2f \

= o>0

The shaded path in Fig. 14-3 is known as the root locus of the poles.

Note that for all positive values of pA 0 the transfer function has poles

which remain in the left-hand s plane (the poles have negative real parts).

Therefore the negative feedback amplifier is stable; independent of the amount of

feedback . This statement is true for a single-pole or double-pole transfer gain,

but may not be true if three or more poles are present (Sec. 14-3).

Circuit Model We now demonstrate that the network in Fig. 14-4 is the

analog of the two-pole feedback amplifier. The transfer function is found

to be

V0 (s) __ 1

Vi(s) s
2LC + s(L/R) + 1

(14-14)

Introducing

“ Vtd q = =

leads to

r.(«) _ 1 _ A/
y,(s) (s/<0.)

! + (!/©(«,«.) + 1 Ao,
(14-16)
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L

Fig. 14-4 A circuit model for a two-pole
nmr «

feedback amplifier. <>

\
:

R <
<

> J
>

"-c U

where the second equality follows from Eq. (14-10). Clearly, Fig. 14-4 is a

circuit model of a two-pole feedback amplifier in the sense that both have the

same frequency, phase, and transient response; the transfer gain of the amplifier

is A 0f times the transfer function of the network. Physical meanings can now
be given to the symbols and Q ,

introduced in connection with the feedback

amplifier. From Eqs. (14-15) it is evident that

tOo = undamped (R = w) resonant angular frequency of oscillation

Q = quality factor (Q) at the resonant frequency

Frequency Response If in Eq. (14-16) s is replaced by jv, then the

magnitude of this expression gives the frequency response of the two-pole

amplifier with feedback. It is convenient to use the damping factor k in place

of Q. These are related by

k s
2Q

(14-17)

Thus, from Eqs. (14-16) and (14-17), we obtain

1

V[1 - («/«*) *1* + «*(«/«.)*
(14-18)

The peaks of this function are obtained by setting the derivative of the quan-

tity under the square-root sign equal to zero. We find that a peak occurs at

co = co0 \A - 2/c 2
(14-19)

and the magnitude of the peak is given by

Al
A of |peak

1

2k Vl - fc
2

(14-20)

Note that if 2k 2 > 1 or k > 0.707 or Q < 0.707, the frequency response will not

exhibit a peak. A plot of the normalized frequency response is given in Fig. 14-5.

Step Response It has been proved in this section that regardless of how
much negative feedback is employed, a two-pole amplifier remains stable (its

poles are always in the left half s plane). However, if the loop gain A 0 is too

large, the transient response of the amplifier may be entirely unsatisfactory.
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Fig. 14-5 Normalized plot of frequency response of a two-pole

amplifier with feedback (k =
1 /2Q).

For example, in Fig. 14-6 there is indicated one possible response to a voltage
step. Note that the output overshoots its final value by 37 percent and oscil-

lates before settling down to the steady-state voltage. For most applications
such a violent response is not acceptable.

The important parameters of the waveform are indicated in Fig. 14-6 and
are defined as follows:

Rise time = time for waveform to rise from 0.1 to 0.9 of its steady-state
value

Delay time = time for waveform to rise from 0 to 0.5 of its steady-state
value

Overshoot = peak excursion above the steady-state value
Damped period = time interval for one cycle of oscillation

Settling time = time for response to settle to within ±P percent of the
steady-state value (

P

specified for a particular application, say P = 0.1)

Analytical expressions for the response of the amplifier to a step of ampli-
tude V is obtained by setting F»(s) = V/s into Eq. (14-16) and solving for the
inverse Laplace transform. Recalling from Eq. (14-17) that Q = 1/2 jfc, the
poles, given in Eq. (14-12), can be put into the form

s = —
fcto0 + co0 -\/k2 — 1 (14-21)
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Fig. 14-6 The step response of a two-pole feedback amplifier for a

damping factor k ~ 0.3.

If k = 1, the two poles coincide, corresponding to the critically damped case.

If & < 1, the poles are complex conjugates, corresponding to an underdamped
condition, where the response is a sinusoid whose amplitude decays with time.
If k > 1

,
both poles are real and negative, corresponding to an overdamped

circuit, where the response approaches its final value monotonically (without
oscillation). For the underdamped case it is convenient to introduce the
damped frequency

oJd = Vl - & 2
(14-22)

and the response v0 (t) to a step of magnitude V into an amplifier of midband
gain A of is given by the following equations:

Critical damping
,
k = 1

:

.^ = i - (i +

Overdamped, k > 1:

v0 (t)

VA 0/

= 1 i e-*w\
2 — 1 i ^2 J

(14-23)

(14-24)
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Fig. 14-7 The response of a two-pole feedback amplifier to an

input step [y = v 0{t)/VA 0/ and x s= co 0 t
'2t = t

'T0 ].

where

ki = k — \/k 2 — 1 and fc 2 = fc + \/k 2 — 1

If 4k 2 » 1, the response may be approximated by

Vo(l)
I _ e

-aBti2k

VA 0/

Underdamped, k < 1

:

v0 (t)

VA Of

, (he

0

o .= l—(— si

\ wd
sin codt -j- cos Q3dt

^
e~kUot

(14-25)

(14-26)

These equations are plotted in Fig. 14-7 using the normalized coordinates

x = i’T0 and y = v0 (t)/ V

A

of ,
where T0 = 2tt/u0 is the undamped period.- If

the derivative of Eq. (14-26) is set equal to zero, the positions x = xm and
magnitudes y = ym of the maxima and minima are obtained. The results are

03(dm TYl

~2tt

~
2(1 - fc

2
)*

2/m = Vo{tm) = i - (— l)^- 2^- (14-27)

where m is an integer. The maxima occur for odd values of m
,
and the minima

are obtained for even values of m. By using Eq. (14-27) the waveshape of

the underdamped output may be sketched very rapidly. From Eq. (14-27) it

follows that the overshoot is given by exp |— 7rkm/(l — A;
2
)*].

Note that for heavy damping (k large or Q small) the rise time tT is very

long. As k is decreased (Q or /?A 0 increased), tT decreases. For the critically

damped case we find from Fig. 14-7 that iT = 0.53To = 3.33/co0 . If the feed-

back is increased so that k < 1, the rise time is decreased further, but this

improvement is obtained at the expense of a ringing (oscillatory) response which
may be unacceptable for some applications. Often k > 0.707 (Q < 0.707)
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is specified as a satisfactory response (corresponding to an overshoot of 4.3 per-

cent or less).

14-3 THREE-POLE TRANSFER FUNCTION WITH FEEDBACK

In the previous two cases of single-pole and double-pole transfer functions

we verify that the feedback-amplifier transfer function always has poles which

lie in the left-hand plane. We now consider a three-pole transfer function and
find that if the loop gain is sufficiently large, the poles of the feedback amplifier

move into the right-hand plane, and thus the circuit becomes unstable.

Let us assume the open-loop gain to be given by

^ (1 + s/a)i)(l + s/ CO 2) ( 1 + S/(x3 3)

(14-28)

Using Eq. (14-1) for the gain with feedback, we find

AM =
A. 0f

(s/co0)
3 + a2(s/c0o)

2 + c&i(s/co0) + 1
(14-29)

where A of is the midband gain with feedback and co0 ,
a 2 ,

and a\ are given in

Prob. 14-14. The stability of the feedback amplifier is determined by the poles

of its transfer function. The techniques for the construction of the root locus

of Eq. (14-29) are given in Ref. 1. The general shape of the root locus is

shown in Fig. 14-8. It is clear that the poles start at — wi, — o> 2 ,
and — o> 3

when f$A 0 = 0. As $A 0 is increased one pole, s 3/ increases in magnitude but

always remains on the negative real axis, while the other two poles, s2/ and Si/,

jo)

Unstable

Fig. 14-8 Root locus of the

three-pole transfer function

8lf\
s -plane

in the s plane. The poles
X x x X

without feedback (f3A 0 = 0)
s Sf 8 3

— —^3 s 2 — —
*>1
=— COj <r

are Si, s 2 ,
and s 3 ,

whereas the

poles after feedback is

added are Sift s 2/, and s 3/.

S 2f

^-^Unstable
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approach each other, and then become complex conjugates when they break
away from the real axis. The real part of s 2/ and s lf is negative when the

roots coincide. However, as (3A 0 increases beyond this critical value, the

real part of s2 and Si becomes less negative. It is shown in Ref. 2 that if

wi = 0.1 X 10 8
,
o) 2 = 0.7 X 10 8

,
and o) 3 = 1.8 X 10 8 rad/s, the complex conju-

gate poles s2f and Sif move into the right-hand plane when (3A 0 = 31. We
conclude that a three-pole amplifier can become unstable if sufficient negative

feedback is applied to it.

14-4 APPROXIMATE ANALYSIS OF A MULTIPOLE
FEEDBACK AMPLIFIER

In the general case, the response of a feedback system with three or more poles

is so complicated that a computer must be used to obtain a solution. However,
if the open-loop poles are widely separated, a simple approximate method of

analysis is possible. We describe this technique now.

Assume that we have obtained the poles |si| < \s 2
\ < |s 3

|

-
• < \sn

\

by
removing the feedback. This can be done by measuring in the laboratory the

corner frequencies of the Bode plot, or the poles may be calculated. We wish
to determine the closed-loop response. In the preceding section we note that,

for a three-pole amplifier, the effect of adding feedback is to bring the poles

Si and s2 closer together along the real axis and to separate further the poles

s2 and S 3 (Fig. T4-8). Hence, if the second and third poles without feedback
are at least two octaves apart (S 3/S2 > 4), they will be separated even further

apart after feedback is added (s 3//s 2/ > 4). The response of an amplifier xoith

three {or more) poles is determined approximately by the two lowest poles
,
Si and

s 2 ,
provided that |s3/s2

|

> 4.

The above conclusion is consistent with the fact that for a set of widely

separated poles
,
the higher poles will remain almost fixed for moderate amounts of

feedback .

2 Hence we can use the theory in Sec. 14-2 for a double-pole transfer

function with feedback to describe a multipole amplifier with widely separated
poles. In other words, k is calculated for the first two poles, and then the

frequency response is found from Fig. 14-5 and the transient response from
Fig. 14-7.

It is convenient to introduce n as the ratio of the first two open-loop poles:

n £2

Si

- > 1
0)1

(14-30)

and then from Eq. (14-11) the Q is given in terms of n, and the desensitivity

1 + 1
QA 0 by

n _ Vw(l + PA 0)
H n + 1

1

~ 2k (14-31)
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Dominant Pole If the first two open-loop poles are widely separated and
if the desensitivity is not too great, the first two closed-loop poles may be more
than two octaves apart. Under these circumstances the response is simply
that of a single (dominant) pole, and is discussed in Sec. 12-4.

We now determine the maximum value of Q for which a dominant pole

exists. From Eq. (14-13), with n = u2/«i, the two lowest poles with feedback
are

sif =
~ wi(

g

+ 1}
(i - Vi - W)

«v = -a)l(

2

+ ~
(1 + Vi - W) (14-32)

Setting s^f/Si/ > 4, we find Q < 0.4 = Qmax . For the poles of an amplifier

with feedback to be separated by at least two octaves
, Q must be no larger than 0.4

(or Q 2 < 0.16). Incidentally, if Q increases to 0.5, the two poles coincide.

If Q < 0.4, the dominant pole is slf in Eq. (14-32). If 4Q 2 « 1, this equa-
tion yields (Prob. 14-20), for the upper 3-dB frequency,

Uf « h(^) (1 + M.)( 1 + Q 2
) (14-33)

In the following sections we analyze a number of feedback amplifiers

by the approximate method outlined above and compare the results with exact

computer solutions.

14-5 VOLTAGE-SHUNT FEEDBACK AMPLIFIER-
FREQUENCY RESPONSE

We see in the preceding sections that negative feedback in general increases

the bandwidth of the transfer function stabilized by the specific type of feed-

back (topology) used in a circuit. For example, voltage-series feedback
increases the upper 3-dB frequency/// of A v to the value//// = (1 + (3A V)U
after feedback is employed, provided Ay is a single-pole transfer function.

We shall now examine specific feedback-amplifier circuits and obtain their

frequency response/ We start with a voltage-shunt feedback amplifier.

Figure 13-20a shows a common-emitter stage with a resistance R' con-

nected from collector to base. Clearly, this is a case of voltage-shunt feed-

back, and we expect the bandwidth of the transresistance RMf — Va 7S to

be improved due to the feedback through R'. The example in Sec. 13-11 deals

with this amplifier of low frequencies. Let us now examine the frequency
response of the transresistance RMf and of the voltage gain A Vf = V0

fVM . The
circuit of Fig. 14-9a is the same as Fig. 13-20a, with the transistor replaced

by the hybrid-II equivalent circuit. The loading effects of the (3 network on



460 / INTEGRATED ELECTRONICS Sec. 1 4-5

R = SK i?; = 3.64 K
(6)

Fig. 14-9 (a) CE amplifier with voltage-shunt feedback; (b) the A net-

work including the loading of R'.

the basic amplifier without feedback are included in Fig. 14-96, which is

equivalent to Fig. 13-206. The voltage source is represented by its Norton’s

equivalent current source Ia = Va/Ra . Since Fig. 14-96 is equivalent to

Fig. 11-10, then from Eq. (11-37) we find the transfer function RM without

feedback:

R = Vo = -R'
cRGi(gm - sCc)

Ia S*CeCcR'c + s[C e 4" Cc + CeRciffm + 06'e + Gl)] + Gl + Qb'e

(14-34)

where the following abbreviations are introduced:

R'
c = R C \\R' = 4||40 = 3.64 K

R = R a \\R' = 10||40 = 8.00 K

R i = R -|- Tbb' ~ 8.10 K = yy-
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We assume that Ce = 100 pF, Cc = 3 pF, rby = 100 ft, and to be consistent

with the low-frequency h parameters, we have from Eq. (11-16)

and
ry e = h ie ~ rby = 1,100 - 100 = 1,000 ft

9m = Sb'ehfe = 50 U\A/V

With these numerical values, RM is given by

p = z? - nos* V imo 5 - 16 -6 X 10 9

m 0.985 X 10
(s + 600 x 10 «)(s + i.70 X 10 6

)

(14-35)

Dominant Pole We see from Eq. (14-35) that we have a double-pole

transfer function. However, the zero and one of the poles are much higher

than Si = — 1.70 X 10 6 rad/s, and thus Si is a dominant open-loop pole. The
question now arises whether the amplifier will have a dominant pole after

feedback is applied to it. Thus we must check to see if Q < Qmax = 0.4.

From Eq. (14-35), with s = j2nf = 0, we obtain the midband transresis-

tance

Rmo = 1.60 X 10 5
(14-36)

and from Sec. 13-11, /3
= — \/R f = —2.50 X 10~ 5 and

Since

1 + PRMo = 1 + 1.60 X 2.50 = 5

” - - “ T?S
- 353

coi 1.70

then from Eq. (14-31)

Q 2 = n
(1 + Wmo) = = 0.0141

(n + 1y (354) 2
(14-37)

Since Q 2 < Qmax
2 = 0.16, a dominant pole does exist, and its value is given by

Eq. (14-33) because 4Q 2
<3C 1. Since

A - g - 170 * 10 ‘ Hz - 0.271 MHz

then the high 3-dB frequency with feedback is

f», = U (1 + PRm.)(1 + Q 2
) = (0.271) (|ff) (5) (1 + 0.0141)

= 1.37 MHz
Since

= TTjk^o =
L6

°5
X 106 = - 3 ’20 x 104

5
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Fig. 14-10 Computer-obtained frequency response of

normalized transfer functions Rm/Rm<> and Rmj/Rm/0 of

the amplifier shown in Fig. 14-9a. RMo = 104 dB and

Rmjo = 90.1 dB.

then, with / in megahertz,

D _ -3.20 X 104

1 + i(//1.37)

The voltage gain with feedback is given by

a _Vo _ Vo _RM/ _ -3.20
vt

V, I.R, R, 1 +j(//1.37)

(14-38)

(14-39)

From Eqs. (14-38) and (14-39) we see that Rm/ and Ay/ have the same upper
3-dB frequency.

In Fig. 14-9a we show the amplifier with feedback. Exact analysis of

the circuit shown in Fig. 14-96, using the CORNAP computer program, 3 yields

the same values for the zero and two poles as in Eq. (14-35) for RM . Computer
analysis of the circuit shown in Fig. 14-9a yields for R^f two poles (in radians
per second),

sif = -8.60 X 10 6 s2/ = -5.95 X 10 8

and one zero,

Szf = 15.3 X 10*

Note that s2//si/ > 4, verifying our conclusion of a dominant pole. The fre-

quency response for RM and RM/ is plotted in Fig. 14-10. From these curves
we find fH ~ 270 kHz and = 1.37 MHz, in excellent agreement with the
values obtained with the dominant-pole approximate analysis.
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14-6 CURRENT-SERIES FEEDBACK AMPLIFIER-
FREQUENCY RESPONSE

A common-emitter stage with an unbypassed emitter resistance represents a

case of current-series feedback. The low-frequency operation of such a stage

was studied in Sec. 13-10. In Fig. 14-1 la the stage is shown with biasing and
power supplies omitted. We shall obtain the frequency response of this ampli-
fier using feedback concepts. Clearly, the transfer function which is stabilized

is the transconductance GM = I*/V8) and since VQ = I0R C ,
then A v = R CGM

is also stabilized if R c is a stable resistance. By referring to Fig. 13-16a and b
,

we construct the A network shown in Fig. 14-116, which is used for the calcu-

lation of the open-loop gain, taking the loading of the (3 network into account.
Note that R0 appears in both input and output loops and that the transistor is

replaced by its hybrid-II model. From this figure we find for the transfer

function GM = I0/V8 without feedback

(6 )

Fig. 14-11 (a) Current-series feedback amplifier at high fre-

quencies. (b) The basic amplifier without feedback but taking

the loading of the (3 network (R e) into account.
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where we make use of Eq. (11-37) and introduce

Rl = Re + Rc = 1.1 K
and

rv _ ±
S R b + Tw + Re

With gm = 50 X 10~ 3 A/V,

Gm = -3.67 X 10 4

- 250
- 4 X A/V

we obtain

167 X 10 8 - s

(s + 0.182 X 10 8)(s + 8.45 X 10 8
)

(14-41)

Dominant Pole We now check to see if s = —0.182 X 10 8 rad/s results

in a dominant pole after the loop is closed. The transconductance Gmo at low

frequencies is found by substituting s = 0 in Eq. (14-40) or by using the value

given in Eq. (13-53). In either case we find

Since

With

-G'sgm _ 4 X 10- 3 X 50 X 10“ 3

G's + g&e 4 X 10“ 3 + 10“ 3

from Sec. 13-10, {3 = — R c = —100 ft, then

- -4 X 10“ 2 A/V

(14-42)

1 + fiGjVo =1 + 4 = 5.

Cd2 8.45

on 0.182
46.8

then from Eq. (14-31)

Q 2 =
(n + !)2

( 1 + &GMo) =
46.8 X 5

(47.8) 2
= 0.102

Since Q 2 < Q max
2 = 0.16, a closed-loop dominant pole does exist. The open-

loop dominant-pole high 3-dB frequency is

Jh = 0.182 X 10 8

2tt
Hz = 2.90 MHz

and the closed-loop dominant frequency is given by Eq. (14-32)

:

hs = y (« + 1)(1 - VI - W)

= 2.90 X 47.8
(1 _

-
0 40g) = 16 Q MHz

Since

Gmo, =
x +

M
0
°q
Mo

= —
g

10
~ 2

= -8 X 10“ 3 A/V (14-43)

then, with / in megahertz,

n -8 X 10- 3

M/
1 + i(//16.0)

(14-44)
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10 k 50 100 k 500 1 M 5 10 M
f, Hz

Fig. 14-12 Computer-obtained frequency response of the

amplifier shown in Fig. 14-1 la.

The voltage gain A V/ = R cGm/ = 1,000GM/ has the same value of upper

3-dB frequency as the transconductance gain. The upper 3-dB frequency is

fHf = 16.0 MHz. An exact computer analysis 3 of the circuit shown in Fig.

14-116 yields the same value of the zero and the two poles as in Eq. (14-41)

for Gm. For Gms the computer analysis yields two poles (in radians per

second),

si/ = -1.025 X 10 8
s 2/ = -7.65 X 10 8

and two zeros,

s 3/ = 10.2 X 10 8
84/ = — 16.3 X 10 8

The frequency response for A vs is plotted in Fig. 14-12, from which we
read//// = 16.0 MHz which is identical with that obtained using the dominant-

pole approximation.

14-7 CURRENT-SHUNT FEEDBACK PAIR—FREQUENCY RESPONSE

In Sec. 13-11 the low-frequency response of a current-shunt feedback pair

shown in Fig. 13-18 is analyzed. This amplifier stabilizes the current gain

Aif = I0
,

Is ,
and since from Eq. (13-70) we have A v/ = AjSR c 2/R s ,

then the

voltage gain is also stabilized if RcZ and R s are stable resistors. In other words,

A If and A V/ have the same dependence on frequency. Figure 13-18 is redrawn

in Fig. 14-13a for high-frequency calculations using the hybrid-II equivalent cir-

cuit, with gm = 50 mAy V, Ce = 100 pF, Cc = 3 pF, rbb' = 100 ft, and ?v e = 1 K
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(a)

Fig. 14-13 (a) Current-shunt feedback pair at high frequencies.
(b) The A net-

work taking the loading of R f
into account.

We desire to obtain the frequency response of AiS of the feedback amplifier shown
in Fig. 14-13a, with Rs = R* = 1.2 K, Rc 2 = 500 fl, Rc i = 3 K, and R e = 50 Q.

These are the same parameters used in the example in Sec. 13-11.

The gain Ai without feedback, but with the loading effects of the feedback

network included, can be obtained from the A network of Fig. 14-136. Since

this network has four independent capacitors, we expect the transfer function

for current gain to have four poles. In addition, the presence of the Ce capaci-

tor from node V2 to ground will cause the gain to go to zero as 1 /s as s —> oo
;

thus we must also have three zeros in the transfer function. The complexity

of the network shown in Fig. 14-136 is such that it becomes necessary to use

the computer for the calculation of the poles and zeros. Using the CORNAP
computer program

,

3 we find

A _ K,
(s - s»)(s - s»)(s - St)

1
I. (s — Si)(s — s 2)(s — S 3) (s

— s4)
(14-45)
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where the poles in radians per second are

Si = -46.2 X 10 5
s2 = -45.9 X 10 6

s 3 = -11.4 X 10 s s t = -30.4 X 10 s

and the zeros are

Si = 16.65 X 10 9 s 6 = 15.4 X 10 s s7 = —22.55 X 10 8

The exact transfer function of the amplifier with feedback shown in Fig.
14-13a is of the form

A (s $5/)(s Se/)(s $7/)(s — Szf)

(s — Si/)(s — S2/) (s — s 3/)(s — S 4/)
(14-46)

Using the CORNAP program, 3 we find the poles (in radians per second)

si/ = -29.2 X 10 8 + J5.40 X 10 7

s2/ = -29.2 X 10 s -i5.40 X 10 7

s 3/ = -11.5 X 10 8

8V = -30.2 X 10 8

and the zeros

s 6/ = 18.35 X 10 s - ;9.75 X 10 8

sv = 18.35 X 10 8 + i9.75 X 10 s

s7f = -21.5 X 10 8

sv = -7.40 X 10 9

Note that the two highest poles are modified hardly at all by feedback, as
predicted in Sec. 14-4. Equations (14-45) and (14-46) are plotted in Fig.
14-14. We observe that the peak in the frequency response comes at 7.0 MHz
and the overshoot is 1.5 dB.

EXAMPLE (a) Calculate the two lowest poles of the amplifier with feedback
shown in Fig. 14-13a, using the fact that poles S! and s 2 in Eq. (14-45) are much
lowei than poles s3 and s 4 (|s 3/s 2

|

> 4). (b ) Compute the frequency at which the
frequency response peaks, and find the overshoot in decibels.

Solution a. We approximate the transfer function of Eq. (14-45), using the
lowest two poles, and refer to our discussion of the two-pole transfer function in
Sec. 14-2. Thus

A[ = h
1. (s + 46.2 X 10 s

) (s + 45.9 X 10 6
)

where K" = A'ssSsSj/sss*.
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10 k 50 100 k 500 1 M 5 10 M

f, Hz

Fig. 14-14 Computer-obtained normalized frequency

response of the amplifier shown in Fig. 14-1 3a and b.

i Io = 52.2 dB and AJU = 27.2 dB.

The same example is considered at low frequencies in Sec. 13-11, where we find

1 + pA io = 17.4. Since n = 459/46.2 = 9.92, we find from Eq. (14-31)

(n + l) 2
(1 + PA Io) =

9.92 X 17.4

(10.92) 2

= 1.44 or = 1.20

and from Eq. (14-31) k = 1/2Q = 1/2.40 = 0.417 and k 2 = 0.174.

The poles of the amplifier with feedback can be found using Eq. (14-13) or

Eq. (14-32). Hence sa and s 2/ are given by

-(46.2 X 10 5
) (1 + jV5.76 - 1) = (-25.3 ± .755.2 ) X 10 6 rad/s

as compared with the values (
— 29.2 + j54.0) X 10 6 rad/s obtained using the com-

puter and the exact analysis.

b. The frequency response peak occurs at the frequency co — co 0 y/1 — 2k 2
,

given by Eq. (14-19), where

wo = Q(wi + co 2) = 1.20(45.9 + 4.62) X 10 6 - 60.05 X 10 6

as given by Eq. (14-11). Thus the response peaks at

Zp.sk = Vl - 2 X 0.174 = 7.7 MHz
6.28



Sec. 7 4-8 STABILITY AND OSCILLATORS / 469

The magnitude of the peak is given by Eq. (14-20), or at the peak we have

Al
A. Qf

1 = 1

2k Vl - k 2 2 X 0.417 Vl - 0.174
1.32

or 20 log 1.32 = 2.4 dB.

The exact analysis required the use of a computer and gave/penk = 7.0 MHz
and overshoot of 1.5 dB.

14-8 VOLTAGE-SERIES FEEDBACK PAIR—FREQUENCY RESPONSE

In this section we examine the frequency response of the voltage-series feed-

back pair of Fig. 13-15. This amplifier is analyzed for low frequencies in

Sec. 13-9. In Fig. 14-15a we show the amplifier prepared for high-frequency
analysis, where the hybrid-n equivalent circuit is used to represent transistors

Q\ and Q2. The same values of transistor parameters are assumed as in the
preceding section. The 6.6-K load of Qi represents the parallel combination of

Rd = 10 K and the biasing resistors of 47 K and 33 K for Q2. In the analysis,

we need, as before, the open-loop gain, with the loading effects of the feedback
network taken into account. Figure 14-156 shows this A network. From
Sec. 13-5 we know that this type of feedback stabilizes the voltage gain

A v = V0/Vs . Thus we expect to increase the bandwidth of the voltage-gain

transfer function. The A network of Fig. 14-156 is similar to the network of

Fig. 14-136, except for the interchange of the unbypassed emitter resistance

from the second stage to the first stage. Hence the expression for the voltage

gain Ay is similar to Aj in Eq. (14-45); that is, it has three zeros and four

poles.

Using the CORNAP program, 3 we find from Fig. 14-156 that the poles

(in radians per second) are

si = -24.4 X 10 5
s 2 = —20.8 X 10 7

s 3 = -6.45 X 10 8
si = -26.3 X 10 8

and the zeros are

s 5 = -10.4 X 10 s
s 6 = 10.3 X 10 s s 7 = 16.6 X 10 9

Approximate Solution Since si is much smaller in magnitude than all

other poles or zeros, we test to see if/i = — s^2tt = 390 kHz results in a dom-
inant pole after feedback. We find (Prob. 14-23) that 4Q 2 = 0.67, which
slightly exceeds 4Q

2

mtiX = 0.64. This means that the second pole will not be
quite two octaves away. If we ignore the presence of this second pole, the

approximate dominant-pole solution of the closed-loop amplifier is

45.4
Av/ =

1 + JU79.05)

where / is in megahertz.

(14-47)
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Fig. 14-15 (a) Voltage-series feedback pair at high-frequencies, (b) The basic

amplifier taking the loading of the {$ network into account.

Exact Solution The exact transfer function A Vf obtained from Fig.

14-15a, using the CORNAP program, 3 has three zeros and four poles.

The poles (in radians per second) are

si/ = -6.55 X 107 s a/ = -17.4 X 10 7

s zf = -6.90 X 10 s sv = -26.2 X 10 8

and the zeros are

sb/ = -17.0 X 10s 5 6/ = 11.9 X 10 8
57/ = 8.10 X 10 9

Note that the two highest poles are modified only slightly by feedback.

The open-loop and closed-loop frequency responses obtained with the aid

of the computer are plotted in Fig. 14-16, from which we find the upper 3-dB

frequency without feedback to be 400 kHz, and the corresponding frequency
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10 k 50 100 k 500 1 M 5 10 M
ft Hz

Fig. 14-16 Computer-obtained normalized frequency

response of the amplifiers shown in Fig. 14-15a and b.

A Vo = 58.4 dB and A Vfo = 33.1 dB.

of the amplifier with feedback is 9.4 MHz, which should be compared with the

approximate value of 390 kHz and 9.05 MHz.

14-9 STABILITY 4

Negative feedback for which |1 + A(3\ > 1 has been considered in some
detail in the foregoing sections. If |1 + A(3\ < 1, the feedback is termed

;

positive
,
or regenerative. Under these circumstances, the resultant transfer

gain A/ will be greater than A, the nominal gain without feedback, since

\A f \
=

|

A |/| 1 + A(3\ > \A\. Regeneration as an effective means of increas-

ing the amplification of an amplifier was first suggested by Armstrong. 5

Because of the reduced stability of an amplifier with positive feedback, this

method is seldom used.

To illustrate the instability in an amplifier with positive feedback, con-

sider the following situation: No signal is applied, but because of some transient

disturbance, a signal X0 appears at the output terminals. A portion of this

signal, —(3X0 ,
will be fed back to the input circuit, and will appear in the output

as an increased signal — A\3X0 . If this term just equals XQ} then the spurious

output has regenerated itself. In other words, if — A(3X0 = X0 (that is, if

” A/3 = 1), the amplifier will oscillate (Sec. 14-15). Hence, if an attempt is
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made to obtain large gain by making \A(3\ almost equal to unity, there is the

possibility that the amplifier may break out into spontaneous oscillation. This
would occur if, because of variation in supply voltages, aging of transistors,

etc., -A/3 becomes equal to unity. There is little point in attempting to

achieve amplification at the expense of stability. In fact, because of all the

advantages enumerated in Sec. 13-2, feedback in amplifiers is almost always
negative. However, combinations of positive and negative feedback are used.

The Condition for Stability If an amplifier is designed to have negative

feedback in a particular frequency range but breaks out into oscillation at some
high or low frequency, it is useless as an amplifier. Hence, in the design of a

feedback amplifier, it must be ascertained that the circuit is stable at all

frequencies, and not merely over the frequency range of interest. In the sense

used here, the system is stable if a transient disturbance results in a response
which dies out. A system is unstable if a transient disturbance persists

indefinitely or increases until it is limited only by some nonlinearity in the

circuit. In Sec. 14-3 it is shown that the question of stability involves a
study of the poles of the transfer function since these determine the transient

behavior of the network. If a pole exists with a positive real part, this will

result in a disturbance increasing exponentially with time. Hence the condi-

tion which must be satisfied, if a system is to be stable, is that the poles of the

transfer function must all lie in the left-hand half of the complex-frequency
plane. If the system without feedback is stable, the poles of A do lie in the

left-hand half plane. It follows from Eq. (14-1), therefore, that the stability

condition requires that the zeros of 1 + A/3 all lie in the left-hand half of the com-
plex-frequency plane.

The Nyquist Criterion Nyquist 4
'
6 has obtained an alternative but

equivalent condition for stability which may be expressed in terms of the

steady-state, or frequency-response, characteristic. It is given here without
proof: Since the product A (3 is a complex number, it may be represented as a
point in the complex plane, the real component being plotted along the X axis,

and the j component along the Y axis. Furthermore, A(

3

is a function of fre-

quency. Consequently, points in the complex plane are obtained for the

values of A/3 corresponding to all values of / from — oo to + «. The locus

of all these points forms a closed curve. The criterion of Nyquist is that the

amplifier is unstable if this curve encloses the point —
1 + jO, and the amplifier

is stable if the curve does not enclose this point.

The criterion for positive or negative feedback may also be represented
in the complex plane. From Fig. 14-17 we see that |1 + A(3\ = 1 represents

a circle of unit radius, with its center at the point -1 + jO. If, for any
frequency, A/3 extends outside this circle, the feedback is negative, since then

|1 + Aj3\ > 1. If, however, A/3 lies within this circle, then jl + A/3[ < 1,

and the feedback is positive. In the latter case the system will not oscillate

unless Nyquist J

s criterion is satisfied.
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Fig. 14-17 The locus of |1 + Ap\ —
1 is a

circle of unit radius, with its center at —1 + jO.

If the vector Ap ends in the shaded region,

the feedback is positive.

Illustration Consider an amplifier with an open-loop dominant pole so

that the transfer gain is represented by Eq. (14-2). Hence

PA = i
SA 0

1 +j(f/fn)

PA + tfA± = PA 0

(14-48)

(14-49)

Since (3

A

is a vector in the complex (3

A

plane, then jpA(f/fH) is at right

angles to pA
y
and from Eq. (14-49) the sum of these two vectors is pA 0} which

is a constant for P independent of frequency. Hence we see from Fig. 14-18

that pA 0 is the diameter of a circle, and the bottom half of this circle is the

locus of pA as a function of positive values of frequency. In other words, the

bottom semicircle (in the right half plane) is the polar plot of pA for positive

Fig. 14-18 For a dominant-pole amplifier, the locus (for all

values of frequency) of pA in the complex pA plane is a

circle in the right half plane.
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frequencies. In a similar manner it can be shown that the upper semicircle
is the locus of pA for negative frequencies.

Since the locus PA does not enclose the point -1 + jO, the amplifier is

stable and the feedback is negative for all frequencies. Alternatively, it is

noted from the diagram that |1 + pA\ > 1 for all frequencies, which is the
condition for negative feedback.

14-10 GAIN AND PHASE MARGINS

In the preceding section, we examine two criteria for determinine whether a
feedback amplifier is stable or unstable. Often it is difficult to appl3

r either
of the above conditions for stability to a practical amplifier. It should be
clear from the foregoing discussion that no oscillations are possible if the magni-
tude of the loop gain \Ap\ is less than unity zuhen the phase angle of Ap is 180°.
This condition is sought for in practice to ensure that the amplifier will be
stable.

Consider, for example, a three-pole transfer function given by Eq. (14-28).
To be specific, we can assume that this gain represents three cascaded stages,
each with a dominant pole due to shunt capacitance. To simplify the discussion,
consider that the amplifier stages are noninteracting, and that the poles are
equal; coi = co 2 = co 3 , (The general case of nonidentical poles is considered
in the next section.) There is a definite maximum value of the feedback frac-
tion \p\ allowable for stable operation. To see this, note that at low frequencies
there is a 180° phase shift in each stage and 540°, or equivalently 180°, for the
three stages. In other words, the midband gain A 0 in Eq. (14-28) is negative.
Since we are considering negative feedback, then 1 + pA 0 > 1 and 0 must be
negative (it is assumed to be real). At high frequencies there is a phase shift
due to the shunting capacitances, and at the frequency for which the phase
shift per stage is 60°, the total phase shift of A is zero, and of Ap is 180°. If
the magnitude of the gain at this frequency is called Ae 0} then p must be chosen
so that A^\p\ is less than unity, if the possibility of oscillations is to be avoided.
Similarly, because of the phase shift introduced by the blocking capacitors
between stages, there is a low frequency for which the phase shift per stage is

also 60 ,
and hence there is the possibilit3

r of oscillation at this low frequency
also, unless the maximum value of p is restricted as outlined above.

It should now be apparent that instead of plotting the product Ap in
the complex plane, it is more convenient to plot the magnitude, usually in
decibels, and also the phase of Ap as a function of frequency. If we can show
that \Ap

|

is less than unity when the phase angle of Ap is 180°, the closed-loop
amplifier will be stable.

Gain Margin The gain margin is defined as the value of \Ap\ in decibels
at the frequency at which the phase angle of Ap is 180°. If the gain margin is

negative, this gives the decibel rise in open-loop gain, which is theoretically
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Fig. 14-19 Bode plots relating to

the definitions of gain and phase

margins.

permissible without oscillation. If the gain margin is positive, the amplifier

is potentially unstable. This definition is illustrated in Fig. 14-19.

Phase Margin The phase margin is 180° minus the magnitude of the

angle of Af} at the frequency at which
|

Aj3\ is unity (zero decibels). The mag-
nitudes of these quantities give an indication of how stable an amplifier is.

For example, a linear amplifier of good stability requires gain and phase margins

of at least 10 dB and 50°, respectively. This definition is illustrated in Fig.

14-19.

14-11 COMPENSATION 7

In the preceding section we establish that if (3A = 1 /l80° ,
the feedback ampli-

fier will be unstable. For this condition to occur with resistive feedback, it is

necessary that the A network, or forward transfer function, must have more

than two poles. For a multistage amplifier, if the open-loop gain \(3A\ is unity

when the phase shift is 180°, the closed-loop amplifier will oscillate. Compen-
sating techniques reduce the amplifier gain A at those frequencies for which

phase shift is high.
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where / is in megahertz. The three poles are at f3 = 1, /2 = 10, and f3 = 50
MHz. If we sample the output voltage V„ and return a fraction 0VO in series
opposition to the input voltage, the feedback-amplifier voltage gain A v/ will
be given by Eq. (14-29). For negative feedback, 0 must be a real negative
number, and we assume it is independent of frequency. This amplifier will
oscillate when — A v \0\

= 1 /180°, or when the magnitude of the gain \A V
\

is equal

to \l/0\ and the phase of — Av is 180°.

In Fig. 14-20 we show the ideal Bode plot of \A V
\
and the phase of -A v

versus frequency. The breaks in the magnitude plot occur at /,, /*, and f3 ,
and

the slope of the lines increases by 20 dB per decade (6 dB per octave) after each
break, as discussed in Sec. 12-4. The phase curve is more complicated, and
hence the contribution to the phase 6 by each pole is indicated separately by
the dashed lines. For example, the curve marked 0 2 corresponds to the pole
at /2 . Consistent with the discussion in Sec. 12-4, 02 = 0 for / < 0.1/2 and
02 = -90° for f > 10/2 , and 02 decreases by 45° per decade for 0.1/2 < / < 10/2 .

At f = f3 = 10 MHz, 02 = —45°. The resultant phase at any frequency is the
sum of the three dashed curves at that frequency, and is indicated by the
shaded line plot.

We see from Fig. 14-20 that the phase of - A v is 180° at / = 22 MHz.
Hence, if |1.'/3| = \A V

\
= 26 dB, the amplifier will oscillate at / = 22 MHz.

If we desire to maintain a phase margin of 45°, which occurs at / = 8 MHz,
we must have

1

0
\Av \(f = 8 MHz) = 42 dB

-46 &
T3

-90 £

-135 1

-180 Z

-225 |
-270

Fig. 14-20 The open-loop voltage gain \A V
\

(solid lines) and phase of -Av
(shaded lines) of a three-pole amplifier. The dashed lines are the phase con-

tributions from each pole.
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Since

20 log \0Ar.\ « 20 log \Ar.\ - 20 log i (14-51)

then the maximum loop gain for a phase margin of 45° is

\$A Vo
\
m^ = 60 - 42 = 18 dB

In some applications the desensitivity afforded by this loop gain may not be

sufficient; and then compensation is used to increase the maximum loop gain

while maintaining the same phase margin.

General Methods of Compensation The essential idea of compensation

is to reshape the magnitude and phase plots of (3

A

so that \(3A\ < 1 when the

angle of (3A is 180°. There are three general methods of accomplishing this

goal

:

1. Dominant-pole, or lag
,
compensation . This method inserts ail extra pole

into the transfer function at a lower frequency than the existing poles. Such

a circuit introduces a phase lag into the amplifier.

2. Lead compensation. The amplifier or the feedback network is modified

so as to add a zero to the transfer function; thereby increasing the phase.

3. Pole-zero
,
or lag-lead

,
compensation. This technique adds both a pole

(a lag) and a zero (a lead) to the transfer gain. The zero is chosen so as to

cancel the lowest pole.

These methods are discussed in detail in the following sections.

14-12 DOMINANT-POLE COMPENSATION

The amplifier is modified by adding a dominant pole, that is, a pole much
smaller in magnitude than all other poles in the forward transfer function.

Consequently, the loop gain drops to 0 dB with a slope of 6 dB per octave at a

frequency where the poles of Ay contribute negligible phase shift.

Suppose we modify Ay of Eq. (14-50) by adding a dominant pole so that

the new forward transfer function becomes

1 +3U/U)
(14-52)

where fa « 1 MHz. This can be accomplished b> a simple RC network placed

in the forward amplifier, as shown in Fig. 14-21, or by connecting a capacitance

C from a suitable high-resistance point to ground. Let us assume fd = 1 kHz,

and the Bode plots are then given in Eig. 14-22. We now see that- a phase

margin of 45° oceurs at / = 1 MHz and that \A V
\
= |1,7?| at this frequency

is 0 dB. Hence, from Eq. (14-51), the maximum loop gain \(3A Vo
\

max for a

phase margin of 45° is 60 dB.
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o

1

2wRC

Fig. 14-21 Dominant-pole compensa-

tion.

It is interesting to compare the bandwidth of the feedback amplifier with
and without compensation. For an amount of feedback of \0A Vo

\
= 10 dB,

Fig. 14-20 yields J„, = 3 MHz, and from Fig. 14-22, we find for the compen-
sated amplifier fHt = 3 kHz. This clearly demonstrates that the dominant-
pole compensation technique wastes the available bandwidth, and other
methods of compensation must be used if we desire maximum bandwidth.

14-13 POLE-ZERO (LAG-LEAD) COMPENSATION

In this type of compensation the forward transfer function A is altered by-

adding both a pole and a zero, with the zero at a higher frequency than the
pole. Figure 14-23 shows the forward amplifier with the pole-zero network
cascaded with it. The transfer function of the phase network is found to be

X? _ 1 + jjf/fz)

V* 1 + j(f/fP)
(14'53 )

Fig. 14-22 The open-loop gain \A'V \
(solid lines) and the phase of -Ay (shaded

lines), where Ay represents A v of Fig. 14-20 augmented by a dominant pole at

1 kHz.



Sec. 14-13 STABILITY AND OSCILLATORS / 479

The Bode plot of Eq. (14-53) is shown in Fig. 14-24, from which we see that

the phase is always negative and thus the output lags the input. If we assume
that the compensation network does not load the amplifier, the modified

forward transfer function becomes

At
V* _ , 1 +J (///,)

Vi
v
i+j(f/fP )

(14-55)

Let us assume that Ay is given by Eq. (14-50); let us further select fz to be

equal to the smallest pole of Ay so as to effectively cancel it.

The forward transfer function now becomes (with /expressed in megahertz)

— 10 3

At = —
r*—7 — (14-56)

(i+;/J(i+4)(i +4)
If we set the pole at fp = 0.2 MHz, the Bode plots of the magnitude of

A'v and phase of —Ay are drawn in Fig. 14-24. We see that the maximum

f, Hz

Fig. 14-24 The open-loop gain \Ay\ (solid lines) and the phase of —Ay (shaded

lines), where Ay represents /i r of Fig. 14-20 augmented by a pole at 200 kHz

and a zero at 1 MHz.
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loop gain \pA Vo
\
max for a phase margin of 45° is 31 dB. However, the band-

width for a loop gain of 10 dB is seen to be 640 kHz, as compared with 3 kHz
for the dominant-pole compensation.

A comparison of the dominant-pole and pole-zero compensation tech-

niques is given in Fig. 14-25. The dominant pole is selected so that the
compensated forward transfer function goes through 0 dB at the first pole fi

of the uncompensated response. For the lead-lag compensation the zero is

chosen equal to fh while the pole is selected so that the compensated forward
transfer function goes through 0 dB at the second pole of the uncompensated
transfer function. The bandwidth improvement is also shown in this figure.

14-14 COMPENSATION BY MODIFICATION OF THE (3 NETWORK 8

Instead of shaping the response of the forward transfer function A
}

it is pos-
sible to alter the loop gain pA by adding reactive elements to the feedback
network p and thus compensate the feedback amplifier. In Sec. 12-11 we
examine the three-stage amplifier shown in Fig. 12-20a. This amplifier is

redrawn in Fig. 14-26 as a voltage-shunt feedback amplifier.

We assume that the feedback network does not load the forward amplifier,

so that we can use the open-circuit forward transfer function

Rm = V0/I8 - (V0/V.) R s

derived in Sec. 12-11.

The exact transfer function of Eq. (12-49) obtained with the aid of the
computer yields six poles and three zeros. The loading of the reactive p net-
work will introduce another pole much higher in frequency into the transfer

function. For this reason we can use the three lowest poles obtained in Sec.

Fig. 14-25 Comparison of dominant-pole and pole-zero compensation
techniques.
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C,

Fig. 14-26 Compensation by modification of the feedback network.

12-11 to approximate the transfer function Rm. Thus we have (with / in

megahertz)

JY „ Y ORm ~ T.
~ ~ 45.25 X 10 6

0 + 3
0 .43s) (* + 3

2.12) (* + 3
12.3)

To find (3, assume a high-gain amplifier so that Vc » 7< and

if = (Of + scf)(v< - Vo) « —Of (1 + sg) = ev0

(
1 +,i)

Thus the loop gain becomes

45.25 X 106G/

$Rm —

(* + 3
0 .43s) (

X + 3 2.I2) (* + 3
12.3)

(14-57)

(14-58)

where/* = 1/27vC/Rf. The presence of Cf introduces a zero in the loop-gain

expression, which can be used for compensation purposes. If Cf = 0, then

0 = — G/j a real negative number, and the amplifier will oscillate when
— 1/3|Rm = l /l80°, or when \RM

\
= |1/j9| and the phase of —Rm is 180°.

The designer has the choice of where to place the zero of Eq. (14-58).

It is found that if maximum bandwidth with no peaking in the frequency

response is desired, there is an optimum location for the zero between the

second-in-magnitude and third-in-magnitude poles, as we demonstrate in the

following example.

EXAMPLE The amplifier of Fig. 14-26 is modified so that RL = 50 £2 and

Cf = 0. Find (a) the poles and plot A v = V0/V8) with Rf = oo
; (6) repeat
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Fig. 14-27 Determination of the value of Ct for no peaking in the

response.

part a, with R/ — 5 K; (c) find C/ so that the frequency response is flat with
no peak (with Rj = 5 K).

Solution a. Clearly, the three-stage amplifier is too complicated for hand cal-
culations. Using the CORNAP program and setting R, = we find the poles
(in radians per second)

:

Spi = -5.05 X 106 sp2 = —2.60 X 107

sP 3 = -7.95 X 10 7 Sp4 - —3.96 X 10*

Sps = -4.41 X 10* Sp S = -7.40 X 10’

The zeros are

szl = 16.65 X 10’

s,2 = 16.65 X 10’ + jll.15 X 104

s«a = 16.65 X 10’ - jl 1.15 X 10*

The low-frequency gain Ay = Vc/V, is found to be —2,262, or 67.09 dB. The
transfer function A V {J) is plotted in Fig. 14-27.

b. Setting R, = 5 K and using CORNAP, we find the poles with feedback
(in radians per second)

:

Spi = —8.85 X 10 6 - j4.73 X 10 7
spl = —8.85 X 10 5 + J4.73 X 107

Sp3 = -10.9 X 107
Sp4 = -3.96 X 10’

spS = -4.41 X 10’ Sps = -7.45 X 10’
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and the low-frequency gain with feedback A v/ = —95.68, or 39.61 dB. The
complete response is shown in Fig. 14-27.

c. From the plot of part b we see that the voltage gain peaks at/0 = 8 MHz.
If we place the zero of the j8 network at fOJ we find

Cf =
1

2tRff0

« 4 pF

The frequency response of A V/ with Rf = 5 K and Cf = 4 pF is plotted in Fig.

14-27, from which we see that there is no peaking.

14-15 SINUSOIDAL OSCILLATORS

Many different circuit configurations deliver an essentially sinusoidal output
waveform even without input-signal excitation. The basic principles govern-
ing all these oscillators are investigated. In addition to determining the con-

ditions required for oscillation to take place, the frequency and amplitude
stability are also studied.

Figure 14-28 shows an amplifier, a feedback network, and an input mixing
circuit not yet connected to form a closed loop. The amplifier provides an
output signal xa as a consequence of the signal Xi applied directly to the ampli-

fier input terminal. The output of the feedback network is xf = j3x0 = A&x it

and the output of the mixing circuit (which is now simply an inverter) is

xf = —xj = — A(3xi

From Fig. 14-28 the loop gain is

Loop gain = 5/

X{
(14-59)

Suppose it should happen that matters are adjusted in such a way that the

signal Xf is identically equal to the externally applied input signal xu Since

the amplifier has no means of distinguishing the source of the input signal

applied to it, it would appear that, if the external source were removed and if

terminal 2 were connected to terminal 1, the amplifier would continue to

Fig. 14-28 An amplifier with

transfer gain ,4 and feed-

back network j8 not yet con-

nected to form a closed loop.

(Compare with Fig. 13-8.)
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provide the same output signal x0 as before. Note, of course, that the state-

ment x'j = Xi means that the instantaneous values of x'f and Xi are exactly

equal at all times. Note also that, since in the above discussion no restriction

was made on the waveform, it need not be sinusoidal. The amplifier need

not be linear, and the waveshape need not preserve its form as it is transmitted

through the amplifier, provided only that the signal xs has the waveform and
frequency of the input signal The condition x'

f = Xi is equivalent to

— Ap = 1
,
or the loop gain must equal unity .

The Barkhausen Criterion We assume in this discussion of oscillators

that the entire circuit operates linearly and that the amplifier or feedback

network or both contain reactive elements. Under such circumstances, the

only periodic waveform which will preserve its form is the sinusoid. For a

sinusoidal waveform the condition Xi = x) is equivalent to the condition that

the amplitude, phase
,
and frequency of Xi and xs be identical. Since the phase

shift introduced in a signal in being transmitted through a reactive network is

invariably a function of the frequency, we have the following important

principle

:

The frequency at xuhich a sinusoidal oscillator will operate is the frequency

for which the total shift introduced, as a signal proceeds from the input terminals

,

through the amplifier and feedback network, and back again to the input, is precisely

zero (or, of course, an integral multiple of 2ir). Stated more simply, the frequency

of a sinusoidal oscillator is determined by the condition that the loop-gain phase

shift is zero.

Although other principles may be formulated which may serve equally to

determine the frequency, these other principles may always be shown to be

identical with that stated above. It might be noted parenthetically that it is

not inconceivable that the above condition might be satisfied for more than a

single frequency. In such a contingency there is the possibility of simultane-

ous oscillations at several frequencies or an oscillation at a single one of the

allowed frequencies.

The condition given above determines the frequency, provided that the

circuit will oscillate at all. Another condition which must clearly be met is

that the magnitude of x » and x) must be identical. This condition is then

embodied in the following principle:

Oscillations will not be sustained if, at the oscillator frequency, the magnitude

of the product of the transfer gain of the amplifier and the magnitude of the feed-

back factor of the feedback network (the magnitude of the loop gain) are less than

unity.

The condition of unity loop gain — Ap = 1 is called the Barkhausen
criterion. This condition implies, of course, both that \Ap\ = 1 and that the

phase of — Ap is zero. The above principles are consistent with the feedback

formula Aj = A/( 1 + j
6 A). For if —pA - 1, then A f —» oo

}
which may be

interpreted to mean that there exists an output voltage even in the absence of

an externally applied signal voltage.
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Practical Considerations Referring to Fig. 14-8, it appears that if

|/3A |

at the oscillator frequency is precisely unity, then, with the feedback
signal connected to the input terminals, the removal of the external generator

will make no difference. If \j3A
\

is less than unity, the removal of the external

generator will result in a cessation of oscillations. But now suppose that \(3A\

is greater than unity. Then, for example, a 1-V signal appearing initially at

the input terminals will, after a trip around the loop and back to the input

terminals, appear there with an amplitude larger than 1 V. This larger voltage

will then reappear as a still larger voltage, and so on. It seems, then, that

if |/3A |

is larger than unity, the amplitude of the oscillations will continue to

increase without limit. But of course, such an increase in the amplitude can

continue only as long as it is not limited by the onset of nonlinearity of opera-

tion in the active devices associated with the amplifier. Such a nonlinearity

becomes more marked as the amplitude of oscillation increases. This onset

of nonlinearity to limit the amplitude of oscillation is an essential feature of

the operation of all practical oscillators, as the following considerations will

show: The condition |/3A| = 1 does not give a range of acceptable values of

|/3A | ,
but rather a single and precise value. Now suppose that initially it

were even possible to satisfy this condition. Then, because circuit components
and, more importantly, transistors change characteristics (drift) with age,

temperature, voltage, etc., it is clear that if the entire oscillator is left to itself,

in a very short time |/3A f

will become either less or larger than unity. In the

former case the oscillation simply stops, and in the latter case we are back to

the point of requiring nonlinearity to limit the amplitude. An oscillator in

which the loop gain is exactly unity is an abstraction completely unrealizable

in practice. It is accordingly necessary, in the adjustment of a practical

oscillator, always to arrange to have |/3A |
somewhat larger (say 5 percent)

than unity in order to ensure that, with incidental variations in transistor

and circuit parameters, |/3A| shall not fall below unity. While the first two
principles stated above must be satisfied on purely theoretical grounds, we may
add a third general principle dictated by practical considerations, i.e.

:

In every 'practical oscillator the loop gain is slightly larger than unity
,
and

the amplitude of the oscillations is limited by the onset of nonlinearity .

The treatment of oscillators, taking into account the nonlinearity, is very

difficult on account of the innate perverseness of nonlinearities generally.

In many cases the extension into the range of nonlinear operation is small, and
we simpl3

r neglect these nonlinearities altogether.

14-16 THE PHASE-SHIFT OSCILLATOR 9

We select the so-called phase-shift oscillator (Fig. 14-29) as a first example
because it exemplifies very simply the principles set forth above. Here an

FET amplifier of conventional design is followed by three cascaded arrange-

ments of a capacitor C and a resistor R, the output of the last RC combination
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(b)

Fig. 14-29 (a) An FET phase-shift oscillator; (fa) the small-signal

equivalent circuit. The feedback network is indicated shaded, and

0 = y't/Vo = -v,/v..

being returned to the gate. If the loading of the phase-shift network on the
amplifier can be neglected, the amplifier shifts by 180° the phase of any voltage
which appears on the gate, and the network of resistors and capacitors shifts

the phase by an additional amount. At some frequency the phase shift intro-
duced by the RC network will be precisely 180°, and at this frequency the
total phase shift from the gate around the circuit and back to the gate will

be exactly zero. This particular frequency will be the one at which the circuit
will oscillate, provided that the magnitude of the amplification is sufficiently

large.

From the mesh equations of the feedback network of Fig. 14-296 we find
(Prob. 14-33) that the transfer function of the RC network, which is also the
(negative of the) feedback factor, is

-0 = Y1
V,

1

1 — 5a 2 — j(6a — a3
)

(14-60)
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where a = 1 /ojRC. The phase shift of V'f/V0 is 180° for a 2 =
6, or

/* 1/(2tt^V6)

At that frequency of oscillation, p = +A- In order that \pA
|

shall not be less

than unity, it is required that \A
\

be at least 29. Hence an FET with M < 29
cannot be made to oscillate in such a circuit.

It should be pointed out that it is not always necessary to make use of an
amplifier with transfer gain \A\ > 1 to satisfy the Barkhausen criterion. It is

only necessary that \pA\ > 1. Passive network structures exist for which the
transfer function |/?j is greater than unity at some particular frequency. In
Prob. 14-41 we show an oscillator circuit consisting of a source follower and
the RC circuit of Fig. 14-29 appropriately connected.

Transistor Phase-shift Oscillator If a transistor were used for the active
element in Fig. 14-29, the output R of the feedback network would be shunted
by the relatively low input resistance of the transistor. Hence, instead of
employing voltage-series feedback as in Fig. 14-29, we use voltage-shunt
feedback for a transistor phase-shift oscillator as indicated in Fig, 14-30a.
For the circuit we assume that hoeRc < 0. 1, so that we may use the approximate
hybrid model to characterize the low-frequency small-signal behavior of the
transistor, as in Fig. 14-306. The resistor R 3 = R — Ri} where R { « hu is

the input resistance of the transistor. This choice makes the three RC sections
of the phase-shifting network alike and simplifies the calculations. We assume
that the biasing resistors Ri, R 2) and R e have no effect on the signal operation
and neglect these in the following analysis. For a high-frequency oscillator

the hybrid-II equivalent circuit must be used in Fig. 14-306.

Fig. 14-30 (a) Transistor phase-shift oscillator, (b) The equivalent circuit from

which to calculate the loop gain.
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We imagine the loop broken at the base between Bi and B 2 ,
but in order

not to change the loading on the feedback network, we place Ri from B 2 to

ground. If we assume a current Ib to enter the base at B 1} then from Eq.

(14-59) for the loop gain and Fig. 14-30 we have xs = — / 3 and x { = Ib . The
loop current gain equals —xs/xi = I?/Ib and is found by writing Kirchhoff’s

voltage equation for the three meshes (Prob. 14-42). The Barkhausen con-

dition that the phase of lz/ Ib must equal zero leads to the following expression

for the frequency of oscillation:

/=
2^RC^f^Tk (14’61)

where k = Rc/ R. The requirement that the magnitude of / 3//& must exceed

unity in order for oscillations to start leads to the inequality

2Q
h/ e > 47c + 23 H— (14-62)

The value of k which gives the minimum hfe turns out to be 2.7, and for this

optimum value of R c 'R }
we find h/ e = 44.5. A transistor with a small-signal

common-emitter short-circuit current gain less than 44.5 cannot be used in

this phase-shift oscillator.

Variable-frequency Operation The phase-shift oscillator is particu-

larly suited to the range of frequencies from several hertz to several hundred
kilohertz, and so includes the range of audio frequencies. At frequencies in

the megahertz range, it has no marked advantage over circuits (discussed in

the following sections) employing tuned LC networks. The frequency of

oscillation may be varied by changing any of the impedance elements in the

phase-shifting network. For variations of frequency over a large range, the

three capacitors are usually varied simultaneously. Such a variation keeps the

input impedance to the phase-shifting network constant (Prob. 14-34) and
also keeps constant the magnitude of 13 and Afi. Hence the amplitude of

oscillation will not be affected as the frequency is adjusted. The phase-shift

oscillator is operated in class A in order to keep distortion to a minimum.

14-17 RESONANT-CIRCUIT OSCILLATORS

Figure 14-3 la shows the tuned-drain FET oscillator in which a resonant circuit

is used to determine the frequency. Other oscillators of this type are consid-

ered in Sec. 14-19. In Fig. 14-3 la, r represents a resistance in series with the

winding (of inductance L) in order to account for the losses in the transformer.

If these losses are negligible, so that r can be neglected, then at the frequency

w = 1 ,'y/LCt the impedance of the resonant circuit is arbitrarily large and
purely resistive. In this case the voltage drop across the inductor from drain

to ground is precisely 180° out of phase with the applied input voltage to the
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Fig. 14-31 A resonant-circuit oscillator using (a) an FET and (b) a

bipolar transistor.

FET, independently of the magnitude of the FET drain resistance. If the

direction of the winding of the secondary of the transformer (connected to the

gate) is such as to introduce an additional phase shift of 180° (it is assumed
that the secondary is not loaded), the total loop phase shift is exactly zero.

At this frequency, then, the phase-shift condition for oscillation will have been
satisfied. Again, since the transformer is considered to be unloaded, the ratio

of the amplitude of the secondary to the primary voltage is M/L, where M
is the mutual inductance. Since A v = —y. for an amplifier with an infinite

load impedance, the condition — (3A V = 1 is equivalent to n = L/M. More
exactly, taking into account the finite magnitude of the resistance r, we find

(14-63)

as the frequency-determining condition and

AtrC
9m ~ p-M — L (14-64)

as the condition which is equivalent to — (3A = 1.

Note that there is no a priori connection between the oscillation frequency

and the steady-state “resonance” frequency. The frequency of oscillation is

determined solely by the consideration that the loop phase shift is zero. In

this sense, the suggestive near agreement of the frequency of the oscillator

and the frequency of a natural oscillation or steady-state resonance is to be

considered, superficially at least, as a pure coincidence. In the light of these

last remarks it appears, too, that the designation of the oscillator of Sec. 14-16

as a “phase-shift oscillator,” as opposed to the present designation, “resonant-
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circuit oscillator,” is entirely artificial. All oscillators, those discussed above
as well as those to be considered below, could be called phase-shift oscillators.

Self-bias and Amplitude Stabilization The bias for a resonant-circuit

oscillator is obtained from an R gCg parallel combination in series with the

gate, as in Fig. 14-3 la. The gate and source of the FET act as a rectifier,

and if the RgCg time constant is large compared with one period, the gate
capacitor will charge up essentially to the peak gate swing. This voltage
across Cg acts as the bias, and the gate is therefore driven positive (by the cut
in voltage of the junction) only for a short interval at the peak of the swing.
The voltage at the gate is a large sinusoid, and since its peak value is approxi-
mately at ground potential, we say that the gate is “clamped” to ground
(Sec. 4-11). The operation is class C.

When the circuit is first energized, the gate bias is zero and the FET
operates with a large gm . The loop gain is therefore greater than unity, and
the amplitude of oscillation starts to grow. As it does so, gate current is

drawn, clamping takes place, and the bias automatically adjusts itself so that
its magnitude equals the peak of the gate voltage. As the bias becomes more
negative, the value of gm decreases, and finally the amplitude stabilizes itself

at that value for which the loop gain for the fundamental frequency is reduced
to unity. Since the operation is class C, the use of the linear equivalent circuit

is at best a rough approximation. In view of the foregoing discussion, the

value of gm in Eq. (14-64) may be considered to be the minimum value required
at zero bias in order for oscillations to start. It may also be interpreted

as the average value of transconductance which determines the amplitude of

oscillation.

A Transistor Tuned-collector Oscillator The transistor circuit of Fig.

14-316 is analogous to the FET oscillator of Fig. 14-31a. The quiescent bias

is determined by R 1} R 2} and R e (Sec. 9-3). With Ri in place, the transistor is

biased in its active region, oscillations build up, and the self-bias is obtained
from the R 2C" combination due to the flow of base current. As explained
above, this action results in class C operation.

14-18 A GENERAL FORM OF OSCILLATOR CIRCUIT

Many oscillator circuits fall into the general form shown in Fig. 14-32a. The
active device may be a bipolar transistor, an operational amplifier (discussed

in Chap. 15), or an FET. In the analysis that follows we assume an active

device with infinite input resistance such as an FET, or an operational ampli-
fier. Figure 14-326 shows the linear equivalent circuit of Fig. 14-32a, using
an amplifier with negative gain —A v and output resistance R0 . Clearly the
topology of Fig. 14-32 is that of voltage-series feedback.
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(a) (b

)

Fig. 14-32 (a) The basic configuration for many resonant-circuit oscillators,

(b) The linear equivalent circuit using an operational amplifier.

The Loop Gain The value of — will be obtained by considering the

circuit of Fig. 14-32a to be a feedback amplifier with output taken from

terminals 2 and 3 and with input terminals 1 and 3. The load impedance

ZL consists of Z 2 in parallel with the series combination of Zi and Z 3 . The
gain without feedback is A — — A vZl/(Zl + I70). The feedback factor is

& = —Zi/(Zi + Z 3 ). The loop gain is found to be

AyZlZz

R0(Z\ + Z% + Z%) + Z%{Z\ + Z 3)

(14-65)

Reactive Elements Z lr Z2f and Z 3 If the impedances are pure reactances

(either inductive or capacitive), then Z\ = jX 1, Z2 = jX 2) and Z 3 = jX 3 . For

an inductor, X = coL, and for a capacitor, X = — 1/coC. Then

+A vX!X2
jRo(X ! + Z2 + Xi) - X 2(X, + Xz)

(14-66)

For the loop gain to be real (zero phase shift),

(14-67)

(14-68)

From Eq. (14-67) we see that the circuit will oscillate at the resonant frequency

of the series combination of Xu X 2} and X3 .

Using Eq. (14-67) in Eq. (14-68) yields

-A/3 = +
4.
vXl

(14-69)x 2

Since — A$ must be positive and at least unity in magnitude, then Xi and X 2

must have the same sign (A p is positive). In other words, they must be the
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(a)

Fig. 14-33 (a) A transistor Colpitts oscillator, (b) A transistor

Hartley oscillator.

same kind of reactance, either both inductive or both capacitive. Then, from
Eq. (14-67), X 3 = — (Xi + X 2 ) must be inductive if Xi and X 2 are capacitive,

or vice versa.

If Xi and X 2 are capacitors and X% is an inductor, the circuit is called a

Colpitis oscillator . If X r and X 2 are inductors and X 3 is a capacitor, the circuit

is called a Hartley oscillator. In this latter case, there may be mutual coupling

between X\ and X 2 (and the above equations will then not apply).

Transistor versions of the above types of LC oscillators are possible. As
an example, a transistor Colpitts oscillator is indicated in Fig. 14-33a. Quali-

tatively, this circuit operates in the manner described above. However, the

detailed analysis of a transistor oscillator circuit is more difficult, for two funda-

mental reasons. First, the low input impedance of the transistor shunts Zi
in Fig. 14-32a, and hence complicates the expressions for the loop gain given

above. Second, if the oscillation frequency is beyond the audio range, the

simple low-frequency 6-parameter model is no longer valid. Under these

circumstances the more complicated high-frequency hybrid-II model of Fig.

11-5 must be used. A transistor Hartley oscillator is shown in Fig. 14-336.

14-19 THE WIEN BRIDGE OSCILLATOR

An oscillator circuit in which a balanced bridge is used as the feedback network
is the Wien bridge 10 oscillator shown in Fig. 14-34. The active element is an

operational amplifier (Chap. 15) which has a very large positive voltage gain
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(V0 — AvVi)j negligible output resistance, and very high (infinite) input

resistance. We assume further that Ay is constant over the range of frequen-

cies of operation of this circuit.

To find the loop gain — fiA }
we break the loop at the point marked P and

apply an external voltage Y' across terminals 3 and 4.

Since V0 = A vV i} the loop gain is given by

Loop gain = Y0

Vi
(14-70)

Two auxiliary voltages V\ and V2 are indicated in Fig. 14-34 such that

Vi = V2 — Yi. From Eq. (14-70) A = A v and

-P =
Vi _ V2 - V 1

Vi Vi

R 2

Z\ + Z2 R i + R 2

(14-71)

It is not difficult to show that Z i and Z2 have the same phase angle at the

frequency

1

2'kRC
(14-72)

and that at this frequency Zi = (1 — j)R and Z2 = (1 — j)R/2. Hence

V2 = £Y', at co = co0 . If a null is desired, then Ri and R 2 must be chosen so

that Vi = 0. From Eq. (14-71) R 2/(Ri + ^ 2 )
= or Ri = 27^2.

In the present case, where the bridge is used as the feedback network for an

oscillator, the loop gain of Eq. (14-70) must equal unity and must have zero

phase. Thus, since A v is a positive number, the phase of — 0 from Eq. (14-71)

must be zero, but the magnitude must not be zero. This is accomplished by

taking the ratio R 2/(Ri + R 2 ) smaller than
-J-.

Fig. 14-34 Wien bridge oscillator

using an operational amplifier as

the active element.
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If we let

Vi = R2 = 1 _ 1

V'0 Ri + R 2 3 S

where S is a number greater than 3, then

V2 -V 1 F2 11
P

V' ~ V' 3
+

S
(14-73)

At to — co0,
V2/V'„ — I; and /3 = — 1/6. The condition —ft

A

= 1 is now satis-
fied by making

S - Av (14-74)

Note that the frequency of oscillation is precisely the null frequency of the
balanced bridge, given by Eq. (14-72). At any other frequency V2 is not in
phase with V'ot and therefore V { = V2 - V2 is not ip phase with V'0> so that the
condition — /3A = 1 is satisfied only at the one frequency/,.

Continuous variation of frequency is accomplished by varying simultane-
ously the two capacitors (ganged variable air capacitors). Changes in fre-
quency range are accomplished by switching in different values for the two
identical resistors R .

Amplitude Stabilization We consider modification of the circuit of
Tig. 14-34, which serves to stabilize the amplitude against variations due to
fluctuations occasioned by the aging of transistors, components, etc. The
modification consists simply in replacing the resistor R 2 by a sensistor (Sec.
2-7) 'which has a positive thermal coefficient.

The amplitude of oscillation is determined by the extent to which the loop
gain -(3A is greater than unity. If -p is fixed, the amplitude is then deter-
mined by A

,
increasing as A increases, until further increase is limited by the

amplifier nonlinearity. The regulation mechanism introduced by the sensistor
operates by automatically changing /3 in such a direction as to keep (3

A

more
nearly constant if, as when the loading of the amplifier changes, the values of A
should change. It will be recalled that the resistance of a sensistor increases
with temperature, and the temperature is in turn determined by the root-
mean-square value of the current which passes through it. If the root-mean-
square value of the current changes, then, because of the thermal lag of the
sensistor, the temperature will be determined by the average value over a
large number of cycles of the root-mean-square value of the current.

Consider now thatithe amplitude has decreased because A has decreased.
The value of R 2 will decrease, and as a consequence — j3 = 1/6 will increase,
as indicated by Eq. (14-71). Or to put the matter another way, as A changes,
the extent to which the Wien bridge is unbalanced will adjust itself in such a
manner as to keep (3A more nearly constant. An important fact to keep in
mind about the mechanism just described is that, because of the thermal lag
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of the sensistor, the resistance of the sensistor during the course of a single

cycle is very nearly absolutely constant. Therefore, at any fixed amplitude

of oscillation, the sensistor behaves entirely like an ordinary linear resistor.

A thermistor which has a negative temperature coefficient can also be

used, in place of rather than R%.

14-20 CRYSTAL OSCILLATORS

If a piezoelectric crystal, usually quartz, has electrodes plated on opposite faces

and if a potential is applied between these electrodes, forces will be exerted on
the bound charges within the crystal. If this device is properly mounted,
deformations take place within the crystal, and an electromechanical system
is formed which will vibrate when properly excited. The resonant frequency

and the Q depend upon the crystal dimensions, how the surfaces are oriented

with respect to its axes, and how the device is mounted. 11 Frequencies rang-

ing from a few kilohertz to a few megahertz, and Q }

s in the range from several

thousand to several hundred thousand, are commercially available. These
extraordinarily high values of Q and the fact that the characteristics of quartz

are extremely stable with respect to time and temperature account for the

exceptional frequency stability of oscillators incorporating crystals (Sec. 14-21).

The electrical equivalent circuit of a crystal is indicated in Fig. 14-35.

The inductor L, capacitor C, and resistor R are the analogs of the mass, the

compliance (the reciprocal of the spring constant), and the viscous-damping
factor of the mechanical system. Typical values for a 90-kHz crystal are

L = 137 H, C = 0.0235 pF, and R = 15 K, corresponding to Q = 5,500. The
dimensions of such a crystal are 30 by 4 by 1.5 mm. Since C" represents the

n

(a) ( b ) (c)

Fig. 14-35 A piezoelectric crystal, (a) Symbol; (b) electrical

model; (c) the reactance function (if R = 0).
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Fig. 14-36 A 1-MHz FET crystal oscillator.

(Courtesy of Siliconix Co.)

electrostatic capacitance between electrodes with the crystal as a dielectric,

its magnitude (~3.5 pF) is very much larger than C.

If we neglect the resistance R
1
the impedance of the crystal is a reactance

jX whose dependence upon frequency is given by

3 co
2 — oj 8

2

coC" co
2 — cop

2 (14-75)

where cos
2 — 1/LC is the series resonant frequency (the zero impedance fre-

quency), and cop
2 = (1/L)(1/C + 1/ C') is the parallel resonant frequency (the

infinite impedance frequency). Since C f » C, then For the crystal

whose parameters are specified above, the parallel frequency is only three-

tenths of 1 percent higher than the series frequency. For a)s < < t»P} the
reactance is inductive, and outside this range it is capacitive, as indicated in

Fig. 14-35.

A variety of crystal-oscillator circuits is possible. If in the basic con-
figuration of Fig. 14-32a a crystal is used for Z i, a tuned LC combination for

Z^, and the capacitance Cdg between drain and gate for Z 3 ,
the resulting circuit

is as indicated in Fig. 14-36. From the theory given in the preceding section,

the crystal reactance, as well as that of the LC network, must be inductive.

For the loop gain to be greater than unity, we see from Eq. (14-69) that X x

cannot be too small. Hence the circuit will oscillate at a frequency which lies

between and cop but close to the parallel-resonance value. Since cop ~ a>s ,

the oscillator frequency is essentially determined by the crystal, and not by the
rest of the circuit.

14-21 FREQUENCY STABILITY

An oscillator having initially been set at a particular frequency will invariably
not maintain its initial frequency, but will instead drift and wander about in

frequency, sometimes uniformly in one direction, sometimes quite erratically.
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The frequency stability of an oscillator is a measure of its ability to maintain

as nearly a fixed frequency as possible over as long a time interval as possible.

These deviations of frequency arise because the values of the circuit features,

on which the oscillator frequency depends, do not remain constant in time.

(We use here the term “circuit features” to include circuit components, tran-

sistor parameters, supply voltages, stray capacitances, etc.) Accordingly, an

obvious but clearly useless solution of the problem of making a frequency-

stable oscillator is to keep constant all the circuit features. In the first place,

the number of circuit features is very large, in general; second, some of the

circuit features, such as transistor parameters, are inherently unstable and

extremely difficult to keep constant; and third, it is hard enough to know
where stray circuit elements and couplings are located and how to estimate

their magnitudes without having to devise schemes to maintain them constant.

But we recognize also that in every oscillator circuit there are a relatively

few circuit features on which the frequency is sensitively dependent, whereas

the frequency dependence' of the far larger number of remaining features is

comparatively slight. For example, in the circuit of Fig. 14-29, the frequency

is for the most part determined by R and C, and the other features of the

circuit affect the frequency to a much smaller extent. We shall then have

taken a long step in the direction toward frequency stability if we take pains

to ensure the stability, at least, of these relatively few passive elements which

influence the frequency markedly. The principal cause of drift in these is the

variation of temperature. Measures for maintaining the temperature con-

stant and for balancing the temperature-induced variation in one such ele-

ment against that in another can be taken. 12

Stability Criterion If in an oscillator there exists one set of elements which

has the property that at the oscillation frequency these components introduce a

large variation of phase d with frequency
,
then dd/dco serves as a measure of the

independence of the frequency of all other features of the circuit. The frequency

stability improves as dO/du increases. In the limit
,
as dd/dco becomes infinite

,

the oscillator frequency depends only on this set of elements and becomes com-

pletely independent of all other features of the circuit.

The proof of the foregoing principle is almost self-evident, and is readily

arrived at from the following considerations: Suppose that a variation takes

place in some one feature of the oscillator other than one of the components

of the set of elements described above. Then, if initially the phase condition for

oscillation was satisfied at the frequency of oscillation, it will, in general, no

longer be satisfied after the alteration of the circuit feature. The frequency

must accordingly shift in order once again to restore the loop phase shift to

the exact value zero. If, however, there is a set of elements which, at the

nominal oscillator frequency, produces a large phase shift for a small frequency

change (that is, dO fdio large), it is clear that the frequency shift required to

restore the circuital phase shift to zero need be only very small.

In a parallebresonant circuit the impedance changes from an inductive
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to a capacitive reactance as the frequency is increased through the resonant
point. If the Q is infinite (an ideal inductor with zero series resistance), this
change in phase is abrupt, dd/dto > <x>, because the phase changes abruptly
from -90 to +90°. Hence a tuned-circuit oscillator will have excellent fre-
quency stability provided that Q is sufficiently high and that L and C are
stable (independent of temperature, current, etc.).

These ideas about tuned-circuit oscillators can be carried over to account
for the exceptional frequency stability of crystal oscillators. From Fig. 14-35c
we see that, for a crystal with infinite Q, the phase changes discontinuously
from —90 to +90° as the frequency passes through co fl and then abruptly
back again from +90 to —90° as w passes through cop . Of course, infinite Q
is unattainable, but since commercially available crystals have values of Q
of tens or hundreds of thousands, very large values of dd/do> are realizable.
Hence, if a crystal is incorporated into a circuit (such as that of Fig. 14-36),
an oscillator is obtained whose frequency depends essentially upon the crystal
itself and nothing else. The crystal frequency does, however, still depend
somewhat on the temperature, and regulated-temperature ovens must be
employed where the highest stability is required.

^

To compare the frequency stability of two different types of oscillators,
dd/do) is evaluated for each at the operating frequency. The circuit giving
the larger value of d6/dco has the more stable oscillator frequency.
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REVIEW QUESTIONS

14-1 Consider a feedback amplifier with a single-pole transfer function, (a)

What is the relationship between the high 3-db frequency with and without feedback?

(6) Repeat part a for the low 3-dB frequency, (c) Repeat part a for the gain-band-
width product.

14-2 Consider a feedback amplifier with a double-pole transfer function, (a)

Without proof sketch the locus of the poles in the s plane after feedback. (6) Why is

this amplifier stable, independent of the amount of negative feedback?
14-3 (a) Indicate (without proof) a circuit having the same transfer function as

the double-pole feedback amplifier. (6) Sketch the step response of this amplifier

for both the underdamped and overdamped condition.

14-4 For an underdamped two-pole amplifier response define (a) rise time
,

(6) delay time
,

(c) overshoot
, (d) damped period

, (e) settling time.

14-5 {a) Sketch (without proof) the root locus of the poles of a three-pole

amplifier after feedback is added, (b) Indicate where the amplifier becomes unstable.
14-6 Consider a multipole amplifier with |si| < |s 2

|
< |s 3

| <
|

Sn |. Under
what circumstances is the response with feedback determined by (a) and s 2 and
(b ) si alone?

14-7 Explain in words (without equations) how to obtain the frequency response
of a voltage-shunt feedback amplifier using feedback concepts. Consider a single stage
with a resistor R f between collector and base.

14-8 Repeat Rev. 14-7 for a current-series feedback amplifier. Consider a CE
stage with an emitter resistor R c .

14-9 (a) Define positive feedback. (b) What is the relationship between A f and
A for positive feedback? (c) Illustrate positive feedback in the complex (3A plane.

14-10 State the condition on 1 + A/3 which a feedback amplifier must satisfy in

order to be stable.

14-1 1 State the Nyquist criterion for stability.

14-12 Consider an amplifier with an open-loop dominant pole and with /3 inde-

pendent of frequency. Prove that the Nyquist plot is a circle.

14-13 State the stability condition in terms of Bode plots.

14-14 Consider an amplifier consisting of three identical noniuteracting stages.

Explain why a definite maximum value of |/3| exists before oscillations take place.

14-15 Define with the aid of graphs (a) gain margin and (6) phase margin.
14-16 (a) Describe dominant-pole compensation . (6) Show one circuit for

accomplishing such compensation, (c) What is a disadvantage of this technique?
14-17 (a) Describe pole-zero compensation, (b) Show one circuit for accomplish-

ing such compensation.
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14-18 (a) Describe lead compensation. (b ) Show one circuit for accomplishing

such compensation.

14-19 Give the two Barkhausen conditions required in order for sinusoidal

oscillations to be sustained.

14-20 Sketch the circuit of a phase-shift oscillator using (a) an FET and (b) a

bipolar junction transistor.

14-21 Sketch the circuit of a tuned-collector oscillator.

14-22 (a) Sketch the topology for a generalized resonant-circuit oscillator, using

impedances Zh Z 2 ,
Z 3 . (b) At what frequency will the circuit oscillate? (c) Under

what conditions does the configuration reduce to a Colpitts oscillator? A Hartley
oscillator?

14-23 (a) Sketch the circuit of a Wien bridge oscillator. (b) What determines
the frequency of oscillation? (c) Will oscillations take place if the bridge is balanced?
Explain.

14-24 (a) Draw the electrical model of a piezoelectric crystal. (b) Sketch the

reactance vs. frequency function, (c) Over what portion of the reactance curve do we
desire oscillations.to take place when the crystal is used as part of a sinusoidal oscillator?

Explain.

14-25 Sketch a circuit of a crystal-controlled oscillator.

14-26 State the frequency-stability criterion for a sinusoidal oscillator.



OPERATIONAL AMPLIFIERS

The operational amplifier 1-3 (abbreviated op amp) is a direct-coupled

high-gain amplifier to which feedback is added to control its overall

response characteristic. It is used to perform a wide variety of linear

functions (and also some nonlinear operations) and is often referred to

as the basic linear (or more accurately, analog) integrated circuit. Its

many applications are detailed in the following chapter.

The integrated operational amplifier has gained wide acceptance

as a versatile, predictable, and economic system building block. It

offers all the advantages of monolithic integrated circuits: small size,

high reliability, reduced cost, temperature tracking, and low offset

voltage and current (which terms are defined carefully, later in this

chapter).

A detailed analysis of the several stages in an op amp is made.

Experimental methods for measuring op amp parameters are given.

The frequency response and methods of compensation are discussed.

15-1 THE BASIC OPERATIONAL AMPLIFIER

The schematic diagram of the op amp is shown in Fig. 15-la, and the

equivalent circuit in Fig. 15-16. A large number of operational ampli-

fiers have a differential input, with voltages V 1 and V 2 applied to the

inverting and noninverting terminals, respectively. A single-ended

amplifier may be considered as a special case where one of the input

terminals is grounded. Nearly all op amps have only one output

terminal.

Ideal Operational Amplifier The ideal op amp has the following

characteristics:
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1. Input resistance Ri = oo

2. Output resistance R0 = 0
3. Voltage gain A v = — oo

4. Bandwidth = oo

5. Perfect balance: VQ = 0 when Vi ~ V%
6. Characteristics do not drift with temperature.

In Fig. 15-2a we show the ideal operational amplifier with feedback impedances
(Z and Z ) and the -f- terminal grounded. This is the basic inverting circuit.
This topology represents voltage-shunt feedback, and is discussed in Sec. 13-12.
The circuit of Fig. 15-2a is a generalization of Fig. 13-20a, with the single-
transistor replaced by the multistage op amp and the resistors Rc and R'
replaced by impedances Z and Z', respectively. From Eq. (13-79) the voltage
gain Ay/ with feedback is given by

Zf

Av/-~-Z (15-1)

An instructive alternative proof of this equation is obtained as follows:
Since Ri > 03

,
the current I through Z also passes through Z', as indicated in

Fig. 15-2o. In addition, we note that 7,- = V0/A v -> 0 as \A V
\

-> co, so that
the input is effectively shorted. Hence

in agreement with Eq. (15-1).

The operation of the circuit may now be described in the following terms:
At the input to the amplifier proper there exists a virtual ground, or short circuit.

Inverting input

Fig. 15-1 (a) Basic opera-

tional amplifier, (b) Low-

frequency equivalent circuit

of operational amplifier

(Fi = 7 a -7,). The open-

circuit voltage gain is A v and

the gain under load is Ay.

A v < 0

(b )
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I

Fig. 15-2 (a) Inverting operational amplifier with added voltage-shunt

feedback, (b) Virtual ground in the operational amplifier.

The term “virtual” is used to imply that, although the feedback from output

to input through Z' serves to keep the voltage V { at zero, no current actually

flows into this short. The situation is depicted in Tig. 15-26, where the virtual

ground is represented by the heavy double-headed arrow. This figure does

not represent a physical circuit, but it is a convenient mnemonic aid from which

to calculate the output voltage for a given input signal. This symbolism is

very useful in connection with analog computations discussed in Sec. 16-1.

Practical Inverting Operational Amplifier Equation (15-1) is valid only

if the voltage gain is infinite. It is sometimes important to consider a physical

amplifier which does not satisfy these restrictions. In Eig. 15-3 the amplifier

in Fig. 15-2a is replaced by its small-signal model, with \Ay\ ^ 00
,
R< 9^ 20

,

and R0 ^ 0. The symbol A v is the open-circuit (unloaded) voltage gain . The
impedances shown shaded indicate the effect of Z' on the input and output

of the amplifier, where use is made of the Miller theorem (Sec. 8-11). Using

these Miller impedances in place of Z f

in Fig. 15-3, the following expression

for the closed-loop gain is obtained (Prob. 15-1).

— y
Avf = 7 - (l/A 7)(F' + Y + 77)

(lo'2)

where the F’s are the admittances corresponding to the Z’s (for example,

Y f = 1/Z') and where the voltage gain Ay = V0/V i} taking the loading of Z'

into account, is given by

a A v + R0Y f

( 0 \Av = TTXT (15‘3)

Note that if R0 = 0 or Y f = 0 (Z' = co), the loading is effectively removed and

A v = A v . Also observe that as |A„| —> °o
;
then \Ay\ —> °o and

. Y _ Z'
Avf ^ --p? - --j

in agreement with Eq. (15-1).
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Z'

A/W

Sec. 15-1

'

Noninverting terminal

Fig. 15-3 Circuit model of the op amp of Fig. 15-1. (The

shaded impedances are the Miller replacements for Z *
.)

Noninverting Operational Amplifier Very often there is a need for an
amplifier whose output is equal to, and in phase with, the input, and in addition
Ri = 0

0

and R0 = 0, so that the source and load are in effect isolated. An
emitter follower approximates these specifications. More ideal characteristics

can be obtained by using an operational amplifier having a noninverting
terminal for signals and an inverting terminal for the feedback voltage, as
shown in Fig. 15-4.

If we assume again that R { = <» and —A v = °o

,

we have

Since l 0 — A v (Vi — Vs), then for a finite V0 it follows that Va = Vi (there is

a virtual short at the input terminals) and

_V0 _V0 _R + R*

VM Vi R (15-4)

Hence the closed-loop gain is always greater than unity. If R = oo and/or
R f = 0, then Avj = +1 and the amplifier acts as a voltage follower.

In the analysis of noninverting op amp circuits we shall use the facts that

(1) no current flows into either input and (2) the potentials of the two inputs are

equal .

Fig. 15-4 Noninverting operational

amplifier with resistive feedback.

If R R*

,

the output follows the

input; Vo ~ Vs .
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15-2 THE DIFFERENTIAL AMPLIFIER

The function of a differential amplifier 4 (abbreviated diff amp) is, in general,

to amplify the difference between two signals. The need for diff amps arises

in many physical measurements where response from dc to many megahertz

is required. It is also the basic stage of an integrated operational amplifier

with differential input.

Figure 15-5 represents a linear active device with two input signals vh v2

and one output signal vQf each measured with respect to ground. In an ideal

diff amp the output signal vQ should be given by

v0 = A d (v !
- v2 ) (15-5)

where A d is the gain of the differential amplifier. Thus it is seen that any

signal which is common to both inputs will have no effect on the output voltage.

However, a practical diff amp cannot be described by Eq. (15-5), because, in

general, the output depends not only upon the difference signal vd of the two

signals, but also upon the average level, called the common-mode signal vCf

where

vd = Vi — v2 and vc = |(iq + v2 ) (15-6)

For example, if one signal is +50 mV and the second is —50 mV, the output will

not be exactly the same as if v 1 = 1,050 mV and v2 = 950 mV, even though the

difference vd = 100 mV is the same in the two cases.

The Common-mode Rejection Ratio The foregoing statements are now

clarified, and a figure of merit for a difference amplifier is introduced. The

output of Fig. 15-5 can be expressed as a linear combination of the two input

voltages

v0 = A i^i + A 2v2 (15-7)

where A X{A 2) is the voltage amplification from input 1(2) to the output under

the condition that input 2(1) is grounded. From Eqs. (15-6)

Vi = v c + ivd and v2 = vc — (15-8)

If these equations are substituted in Eq. (15-7), we obtain

vQ = A dvd + A cvc (15-9)

where

A d = K+i — A 2 ) and A c = A\ + A 2 (15-10)

Fig. 15-5 The output is a linear function of

V\ and v 2 for an ideal differential amplifier;

v 0 = A d {v Y - v 2).

1

Linear
autivcr

device

Vi

2 1

v2

v0
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The voltage gain for the difference signal is A d,
and that for the common-mode

signal is A e . We can measure A d directly by setting y, = -v2 = 0.5 V, so
that vd = 1 V and vc = 0. Under these conditions the measured output volt-
age v„ gives the gain Ad for the difference signal [Eq. (15-9)]. Similarly, if we
set o, = v, = 1 V, then vd = 0, vc = 1 V, and v„ = A c . The output voltage now
is a direct measurement of the common-mode gain A c .

Clearly, we should like to have A d large, whereas ideally, A c should equai
zero. A quantity called the common-mode rejection ratio, which serves as a
figure of merit for a diff amp, is defined by

GMRR = p =
Ad

A c
(15-11)

From Eqs. (15-9) and (15-11) we obtain an expression for the output in the
following form:

(15-12)

From this equation we see that the amplifier should be designed so that p is
large compared with the ratio of the common-mode signal to the difference
signal. For example, if p = 1,000, = 1 mV, and vd = 1 MV, the second term
in Eq. (15-12) is equal to the first term. Hence, for an amplifier with a
common-mode rejection ratio of 1,000, a 1-MV difference of potential between
the two inputs gives the same output as a 1-mV signal applied with the same
polarity to both inputs.

EXAMPLE (a) Consider the situation referred to above, where the first set of
signals is v l = +50 pV and v z = -50 pV and the second set is v

}
= 1,050 pV and

v z = 950 pV. If the common-mode rejection ratio is 100, calculate the percentage
difference in output voltage obtained for the two sets of input signals, (b) Repeat
part a if p = 10,000.

Solution a. In the first case, vd = 100 pV and vc = 0, so that, from Eq. (15-12)
= 100^ d MV.
In the second case, vd = 100 pV, the same value as in part a, but now vc =

-Hi,050 + 950) = 1,000 mV, so that, from Eq. (15-12),

v0 = 100A d ^1 + jj = 100

A

d ^1 + yuV

These two measurements differ by 10 percent.

b. For p = 10,000, the second set of signals results in an output

i>0 = 1004 d (l + 10 X lO- 4
) mV

whereas the first set of signals gives an output v0 = 100A rf pV. Hence the
two measurements now differ by only 0.1 percent.
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15-3 THE EMITTER-COUPLED DIFFERENTIAL AMPLIFIER

The circuit of Fig. 15-6 is an excellent diff amp if the emitter resistance R e is

large. This statement can be justified as follows: If Vsl = Vs2 = Va ,
then

from Eqs. (15-6) and (15-9) we have Vd = Vsl —7,2 = 0 and V0 = A CVS .

However, if R e
= 00

,
then, because of the symmetry of Fig. 15-6, we obtain

Ie i = Ie2 = 0. Since Ib 2 « h 2 ,
then Ic2 ^ le2 ,

and it follows that V0 = 0.

Hence the common-mode gain A c becomes zero, and the common-mode rejec-

tion ratio is infinite for Re
= °° and a symmetrical circuit.

We now analyze the emitter-coupled circuit for a finite value of R e . A c

can be evaluated by setting V a i
= Vs2 = Vs and making use of the symmetry

of Fig. 15-6. This circuit can be bisected as in Fig. 15-7a. An analysis of this

circuit (Prob. 15-10), using Eqs. (8-67) to (8-69) and neglecting the term in hTe

in Eq. (8-68), yields

y_0 (2hoeRe ^/e) Rc
(l K 1C= VS

=
2Re(l + hfe) + (R a + hie)(2hoeRe + 1)

K }

provided that hoeRc « 1. Similarly, the difference mode gain A d can be

obtained by setting Val = —Va2 = Ve/2. From the symmetry of Fig, 15-6.

we see that, if Va i
= — Va2} then the emitter of each transistor is grounded for

small-signal operation. Under these conditions the circuit of Fig. 15-75 can

be used to obtain A d . Hence

V0 _ 1 hfjtc

Va 2 R a + hie

(15-14)

provided hoeRc <3C 1. The common-mode rejection ratio can now be obtained

using Eqs. (15-11), (15-13), and (15-14).

From Eq. (15-13) it is seen that the common-mode rejection ratio increases

with R e ,
as predicted above. There are, however, practical limitations on the

magnitude of R e because of the quiescent dc voltage drop across it; the emitter

Fig. 15-6 Symmetrical emitter-

coupled difference amplifier.
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Vo
Fig. 15-7 Equivalent circuit

fora symmetrical differential

amplifier used to determine

(a) the common-mode gain

A c and (b) the difference

gain Ad.

(a)

supply Vbe must become larger as R e is increased, in order to maintain the
quiescent current at its proper value. If the operating currents of the transis-
tors are allowed to decrease, this will lead to higher h{e values and lower values
of hfe . Both of these effects will tend to decrease the common-mode rejec-
tion ratio.

Differential Amplifier Supplied with a Constant Current Frequently, in
practice, Re is replaced by a transistor circuit, as in Fig. 15-8, in which RJ R 2}

and R z can be adjusted to give the same quiescent conditions for Ql and Q2
as the original circuit of Fig. 15-6. This modified circuit of Fig. 15-8 presents
a very high effective emitter resistance R e for the two transistors Ql and Q2.
Since R e is also the effective resistance looking into the collector of transistor

Q3, it is- given by Eq. (8-70). In Sec. 8-15 it is verified that R e is hundreds of
kilohms even if R z is as small as 1 K.

We now verify that transistor Q3 acts as an approximately constant cur-

Fig. 15-8 Differential am-

plifier with constant-current

stage in the emitter circuit.

Nominally, RBl = R s

2

.
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rent source, subject to the condition that the base current of Q3 is negligible.

Applying IvVL to the base circuit of Q3, we have

I,R

,

+ vBE , = + (VEB - VD ) (15-15)

where VD is the diode voltage. Hence

Io ~ Is
1 / VeeR 2

t

VpR i

Rs \Ri + Rz Ri + Rz
(15-16)

If the circuit parameters are chosen so that

then

VpRi
Ri + Rz

= VlJEZ

J _ VEeRz
0 ~ RWi + Rt)

(15-17)

(15-18)

Since this current is independent of the signal voltages VsX and Vs2 ,
then

Q3 acts to supply the diff amp consisting of Q1 and Q2 with the constant

current Io-

The above result for I0 has been rendered independent of temperature

because of the added diode D. Without D the current would vary with tem-

perature because Vues decreases approximately 2.5 mV/°C (Sec. 5-8). The

diode has this same temperature dependence, and hence the two variations

cancel each other and I0 does not vary appreciably with temperature. Since

the cutin voltage VD of a diode has approximately the same value as the base-

to-emitter voltage VBez of a transistor, then Eq. (15-17) cannot be satisfied

with a single diode. Hence two diodes in series are used for VD (Fig. 15-11).

Consider that Q1 and Q2 are identical and that Q3 is a true constant-

current source. Under these circumstances we can demonstrate that the

common-mode gain is zero. Assume that Fs i
= Vs2 = VS) so that from the

symmetry of the circuit, the collector current Ic i (the increase over the quies-

cent value for VB = 0) in Q1 equals the current Jc2 in Q2. However, since the

total current increase Icl + Ic z = 0 if I0 = constant, then Icl = Ic2 = 0 and

A c = Vo2/Vs = —IczRc/V, = 0.

Practical Considerations 4 In some applications the choice of V8X and

Vs2 as the input voltages is not realistic because the resistances RsX and R s

2

represent the output impedances of the voltage generators VsX and Vs2 . In

such a case we use as input voltages the base-to-ground voltages Vbx and Vb2

of Q1 and Q2
}
respectively. For the analysis of nonsymmetrical differential

circuits the reader is referred to Ref. 4.

The differential amplifier is often used in dc applications. It is difficult

to design dc amplifiers using transistors because of drift due to variations of

hFE) Vbe, and ICdo with temperature. A shift in any of these quantities

changes the output voltage and cannot be distinguished from a change in
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input-signal voltage. Using the techniques of integrated circuits (Chap. 7),
it is possible to construct a diff amp with Ql and Q2 having almost identical-
characteristics. Under these conditions any parameter changes due to tem-
perature will cancel and the output will not vary.

Differential amplifiers may be cascaded to obtain larger amplifications
for the difference signal. Outputs V0l and Vo2 are taken from each collector
(Fig. 15-8) and are coupled directly to the two bases, respectively, of the next
stage (Fig. 15-11).

Finally, the differential amplifier may be used as an emitter-coupled phase
inverter. For this application the signal is applied to one base, whereas the
second base is not excited (but is, of course, properly biased). The output
voltages taken from the collectors are equal in magnitude and 180° out of
phase.

15-4 TRANSFER CHARACTERISTICS OF A DIFFERENTIAL AMPLIFIER

It is important to examine the transfer characteristic 6
(Ic versus VB1 — VB2)

of the diff amp of Fig. 15-8 to understand its advantages and limitations. We
first consider this circuit qualitatively. When VB1 is below the cutoff point
of Ql, all the current I0 flows through Q2 (assume for this discussion that VB2
is constant). As VB \ carries Ql above cutoff, the current in Ql increases,
while the current in Q2 decreases, and the sum of the currents in the two
transistors remain constant and equal to I0 . The total range A70 over which
the output can follow the input is RCI0 and is therefore adjustable through an
adjustment of I0 .

From Fig. 15-8 we have

Ini + Im = -I0 (15-19)

VB1 — VB2 = VBE i — VBS2 (15-20)

The emitter current IE of each transistor is related to the voltage VBE by the
diode volt-ampere characteristic

Is = Isev,“lvT (15-21)

where Is is defined in terms of the Ebers-Moll parameters in Prob. 15-12.
If we assume that Ql and Q2 are matched, it follows from Eqs (15-19) to

(15-21) that

Ic‘ “ ~In - l+exp|-(£,-r„)/r,] <
15-22>

and IC2 is given by the same expression with VB1 and VB2 interchanged. The
transfer characteristics described by Eq. (15-22) for the normalized collector
currents ICi/I0 (and IC2/I0) are shown in Fig. 15-9, where the abscissa is the
normalized differential input (Vm — VB2)/VT.
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-10 -8 -6 -4 -2 0 2 4 6 8 10

Normalized differential input voltage

( Vbi - VB2 )/VT

Fig. 15-9 Transfer characteristics of the basic differen-

tial-amplifier circuit.

If Eq. (15-22) is differentiated with respect to VB1 — VB 2 ,
ve have the

transconductance gmd of the diff amp with respect to the differential input

voltage, or

die i _ __ Io /1 _ ooN
d{VB i - Vui)

~ lJmd ~
4

V

r
( ° d)

where gmd is evaluated at VB \ = VB2 - This equation indicates that, for the

same value of I0) the effective transconductance of the differential amplifier

is one-fourth that of a single transistor [Eq. (11-4)]. An alternative proof of

Eq. (15-23) is given in Prob. 15-11.

The following conclusions can be drawn from the transfer curves of Fig.

15-9:

1. The differential amplifier is a very good limiter, since when the input

(Fbi — VbI) exceeds ±4Fr (~ ±100 mV at room temperature), very little

further increase in the output is possible.

2. The slope of these curves defines the transconductance, and it is clear

that gmd starts from zero, reaches a maximum of 70/4Fr when IC i
= Ic 2 = i Io

,

and again approaches zero.

3. The value of gmd is proportional to IG [Eq. (15-23)]. Since the output

voltage change Vo2 is given by

yo'i — g?ndRc(Vin — Fa 2 ) (15-24)

it is possible to change the differential gain by varying the value of the current

I0 • This means that automatic gain control (AGC) is possible with the diff

amp.



512 / INTEGRATED ELECTRONICS Sec. 15-5

4. The transfer characteristics are linear in a small region around the
operating point where the input varies approximately ± VT (±26 mV at room
temperature). In Prob. 15-14 we show that it is possible to increase the region

of linearity .by inserting two equal resistors R c in series with the emitter leads

of Q 1 and Q 2. This current-series feedback added to each transistor results

in a smaller value of gmd . Reasonable values for Re are’ 50 - 100 Q, since for

large values, A d is reduced too much. The insertion of R e also increases the
input impedance.

15-5 AN EXAMPLE OF AN 1C OPERATIONAL AMPLIFIER

An integrated op amp usually consists of a cascade of four stages. As indi-

cated in Fig. 15-10, the first stage is a diff amp with a double-ended output,
the second stage is a diff amp with a single-ended output, the third stage is an
emitter follower, and the last stage is a dc level translator and output driver.

In this section we examine in some detail an example 6 of an integrated
operational amplifier, such as the Motorola MC1530 shown in Fig. 15-11,

This amplifier is constructed to utilize the advantages of monolithic integrated
circuits. It offers low offset voltage and current, small size, increased reliabil-

ity, and excellent temperature tracking.

The purpose of this section is to analyze and evaluate the performance of

this OP AMP.

Input Resistance The first stage, A v i, consists of Q2 and Q3, with Ql
used as a constant-current source to provide high common-mode rejection.

The differential input resistance R id to the total input signal V { is 2h ie ,
pro-

vided R s = 0 and hoeR c <0.1. This statement follows from the fact that,

since Ql acts as a constant current 70 ,
the emitters of Q2 and Q3 are floating.

Hence the resistance between the two inputs 1 and 2 is h ie2 + h ie3 = 2h ie . If

input 2 is grounded, then input 1 is loaded by 2h ie .

-Rio

output driver

Fig. 15-10 The Motorola MC1530 as a four-stage cascaded amplifier.
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If we neglect r&&' compared with ?v e ,
then

h/eVr

\Ic\
(15-25)

where use is made of Eq. (11-11). We show further on in this section that

Ic 2 = Id = Ic 4 = Icb ~ 0.5 mA. Since hfe = 100 for Q2 and Q3, the differ-

ential input resistance is

Rid “ 2hie

2 X 100 X 26

0.5
12 = 10.4 K

If this resistance is too small for the applied signal source, it can be increased

by modifying the input circuit. For example, some IC op amps have a Dar-

lington pair (Sec. 8-16) in place of Q2 and another in place of Q3. Another

modification 7
is to add a matched discrete FET differential stage at the input,

or preferably to fabricate an FET differential pair on the same chip with the

rest of the op amp. Widlar 1 has designed op amps (National Semiconductor

Corp. LM10S, for example) using supergain transistors (Sec. 7-6) in the input

stage (current gains of 5,000 can be obtained at 1-mA collector current). For

this transistor we find from Eq. (15-25)

5,000 X 26 X 10- 3

io
- 6

12 = 130 M

which is very high indeed for a bipolar transistor.

The differential input resistance of the second stage, consisting of the

differential pair Q4 and Q5, is 2h ie . However, since double-ended signals are

applied to Q4 and Q5, then the resistance looking into each base is half this

value, or h ie . This result follows from the equivalent circuit of Fig. 15-75,

which indicates that the emitter is effectively at ground potential. Since it is

known that h/e for transistor Q4 or Q5 is also 100, then h ie = 10.4/2 = 5.2 K.

This resistance is effectively connected from each collector of Q2 and Q3 to

ground. Hence the equivalent collector-circuit load is

Rl2 = Rlz = 7.75||5.20 = 3.12 K

Open-loop Voltage Gain The differential gain A d = A v i is given by

Eq. (15-14) multiplied by 2 (because the collector-to-collector output is twice

the collector-to-ground output). Since Rs = 0, hfe = 100, and

hu = 10.4/2 = 5.2 K

for the first stage,

„ _ V2 _ hfeRL 2 _ 100 X 3.12
^ yi “

Vi he 5.20
60.0

For the second stage, hfe ~ 100, hu = 5.2 K, and the load is Ri — 3 K
if we neglect the loading on Q5 of the emitter follower Q6 (whose input imped-
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ance is high compared with 3 K). Since the second stage has a single-ended
output, the differential gain is

a _ ^3 iA V2 -
-Y7~

= — -1 hfeR 7

2 1“
100 x 3

2 X 5.2
= -28.9

For the emitter follower, A V 3 ~ 1. The output stage uses voltage-shunt feed-
back because of R 9 and R 10 . From Eq. (15-1)

Ay 4

R io _ 30 _~ “T ~ “ 5

Hence the overall op amp differential voltage gain is

= (60.0) (
— 28.9) (

— 5) = +8,670

Note that node 1 is the noninverting input terminal.

DC Analysis It is necessary to know the dc currents and voltages of the
circuit to obtain the open-loop gain and the differential input resistance and to
understand the operation of the level-translator output stage.

Let us start with the current source Ql: We assume that all base currents
can be neglected and all diode forward voltages and base-to-emitter voltages
are 0.7 V. The dc voltage VBN1 of the base of Ql with respect to ground N is

(from Fig. 5-11)

and

VPr . = i Yll + 2(Q-7)]^ 5 _ (—6 + 1.4) (3.2) „
R* + R f L5 + 3.2

= “ 3 ‘ 14 V

t ~ t
Vee + (Vbni — 0.7) 6 — 3.84Io ~ II

rT
= = °*

2.2
99 mA

If it is assumed that the integrated transistors Q2 and Q3 are identical,
one-half of I x will flow through each:

IC 2 = Icz = 0.495 mA
The dc voltage of the base of Q4 or Q5 with respect to ground is

Vbn4 = Vbn b = Vac - IczRz = 6 - 0.495 X 7.75 ~ 2.18 V
The dc voltage at the common emitter of Q4 and Q5 is

Vena = Vena - Vbea = 2.18 — 0.7 = 1.48 V
and the current in R 6 is

T __ Vena _ 1.48
1 e d

—

— = 0.986 mA
Jtc e i.o

Since 7 6 = ICi + ICb = 27C5 ,
then 7cs = 0.493 and the base voltage of Q6,

which equals the collector voltage F3 of Q5 ;
is

Vs = VBm = VCN5 = Vcc ~ IcbRi = 6 — (0.493) (3) = 4.52 V
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Fig. 15-1 1 The Motorola MC1530 operational amplifier. In the analysis all base

currents are neglected.

The output V 4 of the emitter follower is

V\ = Vsng = VjiNG — Vbeq = 4.52 — 0.7 = 3.82 V

The Output Stage The last stage provides level translation and a sym-
metrical output swing (at low impedance) with respect to ground. When the

differential input voltage Vi is zero, the output V0 should be zero. Of course,

due to mismatch of Vbe and Hfe, there will be some nonzero output voltage,

which we consider in Sec. 15-7.

The voltage Yen 6 = 3.82 V must be reduced to zero at the amplifier output
while dc coupling is maintained. We shall now demonstrate that this level

translation can be accomplished with the circuit parameter values in Fig. 15-11.

Note that Q7 is biased by D3 in the manner explained in Sec. 9-7. Hence,

following our discussion in Sec. 9-7 with respect to Fig. 9-1 la, we find

Vee — VBZ

Rs

6.0 - 0.7
1.56 mAIci - h

3.4
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*10

The voltage from the base of QS to ground is

Vbn% ~ Vbes + Vda — Vee = 0.7 + 0.7 — 6 = —4.60 V

The currents in R$ and 22 10 are

yEN 6
“ VBN8 3.82 + 4.60 = 1.40 mAR 9 6

ho = Ici — h = 1.56 — 1.40 = 0.16 mA

Finally, the dc output voltage is

Vo = Vbns + hoRio = -4.60 + (0.16) (30) = 0.20 V

This calculated value for V0 is not to be taken too seriously, because we
obtained J 10 as the difference between two almost equal numbers. Such a

subtraction can result in a large error in the small difference. Note that if

ho were 0.153 (instead of 0.16), then V0 = 0 (instead of 0.2 V). Also, I10 is

greatly affected by small changes in the circuit parameter values. Hence a

balancing technique (Sec. 15-6) is used to ensure that V0 = 0 for V { = 0.

To consider the output stage under conditions of an applied excitation,

refer to Fig. 15-12, where v 6 represents the signal voltage at the emitter of Q6,

Veng is the dc voltage at this emitter, and IC i is the constant current supplied

by Q7. The signal v 6 is amplified by Q8 and is transmitted to the totem-pole
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arrangement of Q9 and Q10. If v G is positive, then the current in Q9 is

decreased and that in Q10 is increased, and current is taken from the load

which is across the output and v0 decreases. Similarly, if v & is negative, the

current in Q9 is increased, that in Q10 is decreased, current is delivered to the

load, and v0 increases.

For a very large positive v 6} Q9 is cut off and Q10 is driven into saturation.

Under these circumstances v0 = —VBe + VCEiolB& t = — 6 + 0.2 =— 5.8 V.

Similarly, for a very large negative v 6t Q10 is cut off and Q9 is driven into

saturation, so that v0 = Vcc — VCE 9 , B&t = 6 — 0.2 = +5.8 V. The maximum
peak-to-peak output swing is 11.6 V.

Note that the output stage is stabilized by means of the voltage-shunt

feedback supplied by resistors Rq and i£i 0 .

Common-mode Voltage Swing We are going to show now that VBni

and Vcni set a limit on the input common-mode voltage swing ViCM . This

parameter is defined as the maximum peak input voltage that can be applied

to either input terminal without causing abnormal operation or damage. The
positive limit of V iCM depends on the collector voltage of the input stage; that

is, Vcnz = VBn 4 ~ 2.2 V. If ViCM exceeds 2.2 V, then the collector-to-base

junction of Q2 will become forward biased and Q2 may saturate. On the

other hand, if VicM becomes more negative than

Vbni + VBjs 2 = -3.14 + 0.7 = -2.44 V

then the collector of Q1 will become forward biased, and this will result in

abnormal operation. Therefore, when the power supplies are ±6 V, the

common-mode voltage swing for this amplifier should not exceed ±2 V
maximum.

15-6 OFFSET ERROR VOLTAGES AND CURRENTS’

In Sec. 15-1 we observe that the ideal operational amplifier shown in Fig. 15-la

is perfectly balanced, that is, VQ = 0 when V\ = V 2 . A real operational

amplifier exhibits an unbalance caused by a mismatch of the input transistors.

This mismatch results in unequal bias currents flowing through the input

terminals, and also requires that an input offset voltage be applied between

the two input terminals to balance the amplifier output.

In this section we are concerned with the dc error voltages and currents

that can be measured at the input and output terminals.

Input Bias Current The input bias current is one-half the sum of the

separate currents entering the two input terminals of a balanced amplifier, as

shown in Fig. 15-13a. Since the input stage is that shown in Fig. 15-8, the

input bias current is IB ~ (Im + Ibz)/2 when V0 = 0.
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*B1

(b)

Fig. 15-13 (cr) Input offset voltage, (b) Output offset

voltage.

Input Offset Current The input offset current Iio is the difference

between the separate currents entering the input terminals of a balanced
amplifier. As shown in Fig. 15-13a, we have Iio = IB1 - IB2 when Va = 0.

Input Offset Current Drift The input offset current drift AlijAT is the
ratio of the change of input offset current to the change of temperature.

Input Offset Voltage The input offset voltage Vio is that voltage which
must be applied between the input terminals to balance the amplifier, as shown
in Fig. 15-13a.

Input Offset Voltage Drift The input offset voltage drift AVio/A

T

is the
ratio of the change of input offset voltage to the change in temperature.

Output Offset Voltage The output offset voltage is the difference

between the dc voltages present at the two output terminals (or at the output
terminal and ground for an amplifier with one output) when the two input
terminals are grounded (Fig. 15-136).

Power Supply Rejection Ratio The power supply rejection ratio (PSRR)
is the ratio of the change in input offset voltage to the corresponding change
in one power supply voltage, with all remaining power supply voltages held
constant.

Slew Rate The slew rate is the time rate of change of the closed-loop
amplifier output voltage under large-signal conditions.

The various parameters of a typical monolithic operational amplifier are
given in Table 15-1.
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TABLE 15-1 Typical parameters of monolithic

operational amplifier

Open-loop gain Ad 50,000
Input offset voltage Vio 1 mY
Input offset current 10 nA
Input bias current IB 100 nA
Common-mode rejection ratio p 100 dB
PSRR 20 pV/V

drift 0.1 nA/°C
Vi 0 drift 1.0pV/°C
Slew rate 1 V/ps

Universal Balancing Techniques When we use an operational amplifier,

it is often necessary to balance the offset voltage. This means that we must
apply a small dc voltage in the input so as to cause the dc output voltage to
become zero. The techniques shown here allow offset-voltage balancing with-
out regard to the internal circuitry of the amplifier. The circuit shown in
Fig. 15-14a supplies a small voltage effectively in series with the noninverting

*3

Rz

Fig. 15-14 Universal offset-voltage balancing circuits

for (a) inverting and (b) noninverting operational

amplifiers.
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input terminal in the range ± V[R 2/(Ri + Rt)] = ±7.5 mV if ± 15-V supplies

are used and Ri ~ 200 K, R 2 ~ 10012. Thus this circuit is useful for balancing

inverting amplifiers even when the feedback element R z is a capacitor or a

nonlinear element. If the operational amplifier is used as a noninverting

amplifier, the circuit of Fig. 15-146 is used for balancing the offset voltage.

15-7 TEMPERATURE DRIFT OF INPUT OFFSET VOLTAGE
AND CURRENT

The most critical influence on the operation of the operational amplifier is

exercised by the input differential stage because the equivalent error effects

of the subsequent stages are reduced by the gain provided by the first stage.

In this section we examine the input error signals and thermal drifts of the

input differential stage, shown in Fig. 15-8.

From Fig. 15-8 we see that the input offset voltage is

Via = yBE\ ~~ VBE 2 (15-26)

where VBE i and Vbet. correspond to 1C \ = Ic2 . It is possible to fabricate

matched integrated transistor pairs, where the base-to-emitter voltage differ-

ence is approximately one millivolt.

The input offset voltage drift can be found using Eqs. (15-26) and (19-92)

:

dV io _ dVbei dVbe2 _ Vbe i
— Vbet

~dT dT~ ~dT T

dVi0 Via

dT T (15-27)

From the differential equation (15-27) we find

IT, = CT (15-28)

where C is a constant. Thus we see that the input offset voltage drift is

independent of temperature. If we assume that V io = 1 mV at room tempera-

ture, then dVi0/ dT = 10~ 3/300 = 3.3 C, as compared with

dVBE/dT = -2.5 mV/°C

for a single common-emitter transistor.

The input offset bias current has been defined as I io = 1B \
~ Ibt, and if

Ibi t* IB 2 ,
even with equal source resistances a differential input error voltage

will be produced at the input of the first stage. Ideally, we would like to have

Ibi ~ IB 2 = 0
,
and it is for this reason primarily that very high input-resis-

tance differential stages are used (Sec. 15-5).

Since
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we find that the input current drift caused by mismatch in fa and fa, if

Ia = Ic 2 ,
is given by

For matched integrated transistors the beta temperature coefficients are

almost equal and the beta variation is caused by changing minority-carrier

lifetime in the base region. 8 For typical silicon transistors it is found that

1 dp = f-0.005°C- 1 T > 25°C

j
6dT j-O.OlS 0^ 1 T < 25°C

The drift expression now becomes

dlio _ _ ( 1 dp\
T

dT ~ \pdTJ
i0 (15-30)

It is possible to reduce the input bias current and the corresponding current

drift by using Darlington pairs instead of Q1 and Q2 in Fig. 15-8. However,

because of the added pair of emitter junction voltages, there is an increase in

the input offset voltage and voltage drift.

15-8 MEASUREMENT OF OPERATIONAL AMPLIFIER PARAMETERS

In this section we describe practical methods of measuring some of the impor-

tant parameters of operational amplifiers. Specifically, we examine (1) open-

loop voltage gain A Vj (2) output resistance R0 without feedback, (3) differential

input resistance R if (4) input offset voltage V io , (5) input bias current IB and

input offset current I i0} (6) common-mode rejection ratio, and (7) slewing rate.

Open-loop Differential Voltage Gain A v = A d The open-loop voltage

gain is defined as the ratio of the output signal voltage to the input differential

signal voltage Vi. Figure 15-15 shows a technique of measuring this param-

eter. It is essential that the effect of the input offset voltage be canceled as

shown in the figure, since otherwise the high amplification of this voltage will

result in output saturation. The input excitation V8 is an ac signal; by varying

its frequency we can obtain the frequency response A v . The input attenuator

is essential so that V { can be at a sufficiently low level for output swings no

greater than about 30 percent of the output voltage rating (to ensure linear

operation).

Output Resistance R0 The output resistance R0 of the operational ampli-

fier can be obtained using the circuit of Fig. 15-15 and measuring the decrease

in the low-frequency gain A v caused by a load resistance RL . Then, from

Fig. 15-16
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Attenuator
40 dB

I 1

(15-31)

where A v and A v are the open-loop gains with RL = <x> and RL ^ «>
;

respectively.

Differential Input Resistance Ri The differential input resistance Ri can
be measured by forming a voltage divider at the input of the amplifier in

Fig. 15-15. This is done by inserting two equal resistors R at points A and B
in series with the inverting and noninverting terminals. The new output is

V' = ^
0

Ri + 2R
V0

where V0 is the value measured with R = 0. Two resistors instead of one
are used so that any stray coupling from the output will generate equal signals

at the inverting and noninverting terminals. These equal stray input signals

will be prevented from reaching the output by the common-mode rejection.

Often a capacitor C is placed across each of the resistors R to reduce high-

frequency noise.

From the above equation we solve for R { .

Ri = 2R y- y, (15-32)

If the capacitors C are employed, the input signal frequency must be much less

than 1/ (2ttRC). If Ri is very high, as with FET input differential stages, then
V0 « V'

f
and the measurement is not practical.
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R R'

Input Offset Voltage Vio The simple closed-loop circuit of Fig. 15-16

can.be used for this measurement. We have from Eq. (15-4)

+
Vi. (15-33)

If R = 100 Q and R' = 100 K, the small input offset voltage is multiplied at

the output by a factor of 1,001, and thus it is easily measured.

Input Bias Current In Fig. 15-17 we allow the input bias currents IB1

and Ib2 to flow through the two large resistors Rb > 10 M, while the amplifier

is connected as a unity-gain noninverting amplifier. If resistors Rb' are

selected so that IbRb > V i0 ,
then the voltages created by the bias currents

are much larger than F t0 .

If we connect terminals A and B, the measured output will be V0 = IB \Rb\

similarly, the measured output will be V0
= —Ib^Rb if we connect terminals

C and D. The large resistors Rb are bypassed with 0,01-juF capacitors to

reduce high-frequency noise. The bias current IB is defined in Sec. 15-6 as

the average of IB i and IB2t while the input offset current I io is the difference

Isi — IB 2 of the individual base currents.

Common-mode Rejection Ratio The common-mode rejection ratio p is

defined in Eq. (15-11) by

I

Ad I
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R A R'

Fig. 15-18 Measurement of common-

mode rejection ratio.

where Ad is the differential voltage gain, and A c is the common-mode voltage
gain. For the circuit of rig. 15-18, the signal at point A or B is essentially
the common-mode signal VC) where

y = v = — V ~ Vc

Rr + R'i' R + R'
~ V °

assuming that R\ > R, and R' > R. If the resistors are matched (R = /?,

and R Ri)> then Vi = I 0 = 0, provided that A c = 0. Since A c 0, there
is an output error voltage Va ,

and thus a differential input voltage V t = V0/A d .

Thus

_ At V„/Vt Vc
P A e VJVC Vt

Since Yc « Vs . then F, is effectively across R and Y0 = [(R + R'),‘R]Vi.

R+R' Vs

P =
(15-34 )

It is found that A c = V0/ Vc is a nonlinear function of the magnitude of Fc .

For this reason it is important to make the above measurement at the rated
common-mode voltage swing.

Slewing Rate 9 The maximum rate of change of the output voltage when
supplying the rated output is defined in Sec. 15-6 as the slewing rate. This
rate dY0 Ult can be measured using the noninverting circuit of Fig. 15-4, with
R = cc and R' = 0, since this usually represents the worst case. If the
amplifier has a single-ended input, then the circuit of Fig. 15-2a is used, with
Z = If = 1 K and Z' = R' = 10 K. The input V, is a high-frequency square
wave, and the slopes with respect to time of the leading and trailing edges of
the output signal are measured. It is common to specif}- the slower of the two
rates as the slewing rate of the device.

15-9 FREQUENCY RESPONSE OF OPERATIONAL AMPLIFIERS

The t} pica] operational amplifier discussed in Sec. 15-5 consists of four stages,
as shown in Fig. 15-11. If we assume that the amplifier is driven by two signal
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sources which are equal and opposite in phase, there are only true difference

signals present. Thus we need consider only half of each differential pair for

an analysis of the frequency response. This response can be obtained by
considering a cascade of two common-emitter stages, an emitter follower and
the output stage. The general method of obtaining the high-frequency

response of such a chain of interacting stages was presented in Secs. 12-10

and 12-11. The computational complexity is so great that computer-aided
analysis is required. The response may also be obtained by laboratory

measurements.

The open-loop gain of the op amp has a transfer function with several

poles and with zeros at much higher frequencies than the poles. Experi-

mentally, the poles can be found from the amplitude response curve (the plot

of the magnitude of gain in decibels versus log/). Tangent to this curve

are drawn straight lines whose slopes are 0, — 20-dB per decade, —40 dB per

decade, . . . ,
as indicated in Figs. 12-4 and 12-6. The pole frequencies f1}

2 ,
... are then obtained from the corner frequencies, the values of / at

which adjacent lines intersect.

The poles and zeros of A (jf) are normally specified by the manufacturer
in data sheets provided with commercial operational amplifiers. In Fig. 15-19

we show the open-loop gain and phase response of a typical op amp (^A702),

using the straight-line Bode approximation. We see that the transfer function

has three poles, one at 1 MHz, a second at 4 MHz, and a third at 40 MHz. For
the MC1530 the manufacturer gives the first three poles at 1, 6, and 22 MHz.

Stability of an op amp For the inverting op amp of Fig. 15-2a, with
Z = R, Z* = R\ and Ri = we obtain from Eq. (15-2)

-45
bo

-90
a>

<D

-135
i

-180 PM

-225

-270

Fig. 15-19 Open-loop gain and phase shift characteristics of the /xA702A.
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Avt =
72' A v

72 + 72' 1 - RA V/(R + fi
7

)

This equation may also be obtained by using the feedback concepts of Chap. 13,

as we now demonstrate.

The topology corresponds to voltage-shunt feedback, and it is found
(Prob. 15-24) that

"tv/ Rm = A VRR'
R + 72'

Avt = (15-36)

Using the feedback formula [Eq. (13-4)]

Rm( =
1 + (3Rm

and Eqs. (15-36), the expression for A v/ in Eq. (15-35) is obtained.

The condition for oscillation is

(3Rm =
R + 72

7 = 1/180°

Similarly, for the noninverting amplifier of Fig. 15-4, we find

A — v 0 —
1 - [R/{R + R')]Av

(15-37)

(15-38)

We see from Eq. (15-38) that Eq. (15-37) represents the stability criterion for

both the inverting and noninverting operational amplifiers.

It is important to point out that for negative feedback the gain A v

represents a negative real number at low frequencies. Hence we observe that

if the product [72/(72 + 72']
|

Ay
|

becomes unity when the phase shift of — A v

reaches 180°, the amplifier will oscillate. From the open-loop gain and phase

shift of the jliA702A shown in Fig. 15-19, we find that at the frequency of

/ = 12.5 MHz, where the phase shift of — A v equals 180°, the magnitude of A v

is 36 dB. Thus, from Eq. (15-37) we have

20 log
R + R/

+ 20 log |Ay |

= 20 log 1 = 0 (15-39)

20 ^R + R'
= -^

R _ 1 R
R + R' 63

and
R'

For 45° phase margin we find, from Fig. 15-19, 20 log |Ay| = 50 dB, and
from Eq. (15-39) we obtain 20 log [72/(72 + 72')] = — 50 dB, or 72/72' « st*-
Since the closed-loop voltage gain is approximately A V/ ~ —72'/ 72, we see that

the low-frequency gain of the inverting feedback amplifier cannot be less than

316 in magnitude for a phase margin of at least 45°.
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15-10 DOMINANT-POLE COMPENSATION

In the preceding section we observed that the ,uA702A op amp will be unstable

if sufficient feedback is used to obtain a low-frequency gain with feedback less

than 62. By adding poles and zeros to the frequency response of the loop gain,

we can compensate the phase shift introduced by j3 and/or A v to ensure stabil-

ity, limit any peaking in the closed-loop frequency response, and even reduce

overshoot and ringing if a square wave is applied to the closed-loop operational

amplifier. Our discussion in Sec. 14-11 on compensation of a feedback ampli-

fier is equally applicable to an op amp. Thus we can cause the gain Ay to

decrease as a function of frequency by inserting a single capacitor to shunt the

signal path to ground. The capacitance is chosen such that it creates a

dominant pole in A v low enough in frequency so that the magnitude of the

loop gain becomes less than unity at a frequency where the amplifier introduces

negligible phase shift. Since the capacitor adds a phase shift smaller than 90°,

the circuit will be stable. A possible point to which to connect such a com-

pensating capacitor in Fig. 15-11 is from pin 5, the output point, to ground.

This is done primarily to suppress internally generated broadband noise volt-

ages. The more desirable location 6 for the compensation capacitor is between

pins 9 and 10, since the slew rate decreases with increasing capacitance. A
larger capacitance (for the same roll-off pole) is required at the output pin 5,

due to the lower resistance seen by the capacitor at this node than between

pins 9 and 10.

Figure 15-20a shows the open-loop voltage gain A v versus frequency for

three different values of roll-off capacitance between pins 9 and 10 for the

MC1530 op amp. Figure 15-206 shows the decreasing slew rate with increasing

compensating capacitance for the same amplifier. Figure 15-21a shows the

closed-loop voltage gain with frequency for A vs = 100, 10, and 1 for the

fy Hz Clt fxY

(a) (b

)

Fig. 15-20 (a) The MCI 530 open-loop voltage gain A v versus / for three

different values of compensating capacitor Cj. (b) Slew rate versus Ci.

(Courtesy of Motorola, Inc.)
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7

f, Hz

(a)

-R'

Fig. 15-21 (a) Closed-loop volt-

age gain Ay/ versus / for three

different values of compensating

capacitor, (b) Amplifier con-

nection. Note:

Curve R R' R1

1 1 100 1 K
2 10 100 10 K
3 10 10 5 K

(Courtesy of Motorola, Inc.)

amplifier connected as shown in Fig. 15-216. It is clear that the added capaci-
tor modifies the open-loop gain Ay so that it becomes A'v given in Eq. (14-52),
where the dominant pole fd is determined from

=
2ttR{Ci (15-40)

and Ri is the resistance seen looking into the terminals to which the capacitor
is connected. The frequency fd is found graphically by having Ay pass
through 0 dB with a slope of 20 dB per decade. Usually, fa is selected so that
A v passes through 0 dB at the first pole /i of the uncompensated Ay,

15-1 1 POLE-ZERO COMPENSATION

The simple dominant-pole compensation through a single capacitor reduces
bandwidth drastically, as is seen from Fig. 15-20a. Clearly, this method is

useful only for low-frequency (audio) amplifiers. Improvement in bandwidth
may be obtained by introducing both a pole and a zero in the gain Ay, where
the zero is designed to correspond exactly with the first pole of Ay so that the



Sec. J5-JJ OPERATIONAL AMPLIFIERS 1 529

zero can cancel the pole. This technique is discussed in Sec. 14-13. Three

examples of pole-zero cancellation are given below.

Figure 15-22 shows an RC network connected to a node 7 of the amplifier.

Note that R y is the resistance seen by the signal at the point 7. The modified

open-loop voltage gain Ay is given by Eq. (14-55), where fz and fp are defined

in Eqs. (14-54), with R 2 = R c ,
C = Cc) and R x = Ry . In designing this net-

work, fz is selected equal to the first pole of A V} and the pole fp < fz is placed

on the Bode plot so that the desired phase margin is obtained when the loop

gain becomes unity.

Modification of Open-loop Input Impedance It is found that the

amplifier slewing rate (or the maximum time rate of output swing at high

frequencies) increases if the RC network is connected at a point where the

signal swing is small, and thus only a small current is required to charge the

compensating capacitor. Since the input terminals of an op amp are virtually

shorted together, it is advantageous to place the compensating R cCc network

between terminals 1 and 2 instead of from point 7 to ground in Fig. 15-22.

Thus the network is connected in parallel with the operational amplifier input

impedance Zi . Let us assume that \ZC
\
« |Z Y |,

where Z c = R c + 1 /j&Cc .

Then we find

A'v (u>) = Ay(u>)
1 + joiRcCc

1 + ju>Cc(Rc + R\\R' + Ri)

This equation is of the same form as Eq. (14-55), and thus this procedure

allows compensation by means of pole-zero cancellation.

Miller Effect Compensation Adding a feedback capacitance around an

intermediate stage of the operational amplifier is another method of providing

phase compensation by means of pole-zero cancellation. Due to the Miller

effect (Sec. 11-8), a response zero coincident with the pole of that stage is

developed, as we now demonstrate. Consider a differential amplifier input
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Fig. 15-23 (a) Differential input stage with Miller effect compensation, (b) Small-

signal equivalent circuit of first stage, (c) Overall response of the two stages.

stage followed by a second stage across which is the compensating capacitance
C/

}
as indicated in Fig. 15-23a. In the absence of C/j we assume that the input

stage has a dominant pole fh and hence its voltage gain is approximated by

A
V2 Avoi

Avi ~T<- 1 + j(f/h) (
15‘42 )

In Fig. 15-236 is shown the small-signal model of the input diff amp which
results in the transfer function of Eq. (15-42). In this circuit RL is the effec-

tive load resistance and Cl the effective load capacitance from collector to
ground of the input stage, gmd is the differential transconductance, and Cm is

the Miller capacitance (which is zero for Cf = 0). Solving for V2/Vi from
this circuit, we obtain (with CM = 0) Eq. (15-42), with

Avol = OmdRL fl =
2ttRLCl (15-43)

9
+
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We assume that the second stage also has a dominant pole/2 (with Os in place),

and hence its voltage gain is approximated by

_ V3 _ Avo2
" v, " i +;(///*)

(15-44)

For negative feedback we assume A VoZ < 0. The Miller effect indicates that

Cm = (1 — Ay 2)C/, and using Eq. (15-44), we find that

Cl + Cm =
C0

(
,

. jf Cl + C/+
ft c0

1 +Jf/h
) —AyoZCf

1 + jf/fz
(15-45)

where C0 = CL + (1 — Ayo2)C/ « — Ayo2C/, since \A Vo2Cf \
» CL + Cf .

From Fig. 12-236, with Cm ^ 0, we obtain the voltage gain A'V1 of the first

stage after the compensating capacitor Cf has been added.

A /
QmdRL

Vl '
1 + j2irfRL(CL + Cm)

From Eqs. (15-45) and (15-46) is obtained

gmdRh[ 1 +j(f/h)] _ gmdRL[ 1 +j{}/Sid]

1 +j(f/fic)

where the compensated pole of the first stage fiC is given by

A '

V1
1 +Kf/h) + Kf/fic)

flC =
-1

2ttRlA V02C

f

(15-46)

(15-47)

and Cf is chosen so that fic <Kfz. Note that the effect of the compensating

capacitor Cf is to change the pole of the first stage from/i to a much smaller

value fic and to add to the gain function of the first stage a zero which exactly

equals the pole of the second stage. Hence there is a pole-zero cancellation, and

the overall gain Ay of the two stages is

Ay — AyiAy2
gmdRLA V02

1 + 3 if/fic)
(15-48)

The relative positions of fXCi /i, and /2 are indicated in Fig. 15-23c, where

the Bode plots of both stages Ay are shown, uncompensated and compensated.

Since the compensated response has a slope of —20 dB per decade when it

crosses the 0-dB line, the amplifier is unconditionally stable.

1 5-1 2 LEAD COMPENSATION

Lead compensation is generally provided by modifying the jS network, spe-

cifically, by shunting resistor R' with a capacitance C', as shown in Fig. 15-24,

so that the new loop gain will have an added positive phase shift in the fre-

quency range near the unity-loop-gain crossover point. Equation (15-37)
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Fig. 15-24 Lead-compensated opera-

tional amplifier.

gives the loop gain for the uncompensated amplifier. If we substitute for R'
an impedance Z', which is the parallel combination of R f and C\ Eq. (15-37)

becomes

1 /180° = -

where we find that

RAy _ — RAAy
' R+Z 9

=
R +R'

A is given by

A - 1 +j(f%)
1 + j(f/fP )

1

2trC'R'
and Ip -

R + R* ,

R U

(15-49)

(15-50)

(15-51)

Note that the pole frequency is always higher than the frequency of the zero.

EXAMPLE Design the amplifier of Fig. 15-24 with the juA702A, using 32 dB of

feedback at low frequencies. Find C f

for a phase margin of 45°.

Solution Figure 15-19 shows the open-loop gain Ay of the juA702A, from which
we see that with 32 dB of feedback, the phase margin is zero and the circuit will

oscillate. By adding C'
}
we introduce a phase lead due to the compensating zero,

and thus we may shape the phase-shift curve so as to obtain the 45° phase margin
desired. Optimum values for ft and fp must be found graphically from the Bode
plot. Of course, fp cannot be placed independently of fz since they are related

by Eq. (15-51).

lo find the ratio fP/R, we must calculate (

R

+ R')/R. Since a desensitivity
D of 32 dB at low frequencies is desired, then

20 log D = 20 log |1 + 0Rm o
\

20 log \(3RMo
\

= 32 (15-52)

or using the values of 0 and RMo from Eq. (15-36) and noting that 20 log \A Vo
\

=
68 dB, from Fig. 15-19, we have

20 l0g
fl + R'

+ 20 1<>g = 20 log
R + 68 = 32 (15-53)

from which we find

R -f- R f—— = 63 and fp = 63/. (15-54)

Note that the pole is located at a very much higher frequency than the zero.
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f, Hz

Fig. 15-25 Magnitude and phase response of lead-compensated operational

amplifier (Ay = AAv).

In Fig. 15-25 is indicated the idealized Bode plot for the open-loop gain A v

of the /xA702A op amp, the transfer function A of the compensating network,

and the product of these two, namely, Ay = AAv The magnitude of A v is

indicated by solid heavy lines, of A by solid lightweight lines, and of Ay by solid

dashed lines. The phase lines are drawn in a corresponding manner, except that

they are shaded. The magnitude and phase of A v are identical with the corre-

sponding Bode plots in Fig. 15-19.

Since /p» fZ} then the pole has practically no influence on the resultant

gain Ay in the neighborhood of the phase of —180°. Hence we must locate fz

by trial and error so that the overall response A'v satisfies the design requirement

of 45° phase margin at 32 dB of low-frequency feedback. It takes only a few

trials to settle upon fg = 10.0 MHz. The plots in Fig. 15-25 correspond to this

value of the zero (and to fp = 63Jz = 63 MHz), and we see that the desired specifi-

cation is satisfied.

To determine the value of C' we may arbitrarily choose R, and from Eq.

(15-54) R' = 62R, and then C" is given by Eq. (15-51). For example, for

R = 1 IC, then R f = 62 K, and we find

C' = —— = F = 0.25 pF
27r/y?' 6.28 X 10 7 X 62 X 10 3

Since this value of C' is impractically small, we choose R = 100 12, R' = 6.2 K,
and then C f = 2.5 pF.

Note that since the input to the op amp terminals is a virtual ground, the

impedance seen by the signal source Vs in Fig. 15-24 is only 100 12.
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Lead compensation can also be provided by modifying the open-loop
voltage gain of the basic amplifier, provided that appropriate leads are avail-

able from the IC chip. For example, a capacitor C' can be connected between
terminals 7 and 8 of the IC op amp shown in Fig. 15-11. If resistor R 9 is

paralleled by a capacitor C' then the R 0C' parallel combination has an imped-
ance Z 9 = # 9/(1 + sC'Rc,). The voltage gain of the output driver becomes
VQ/V\ = R\q/

Z

9 = — 2i!io(l + sCr

R$)/R$ and, thus, a zero is introduced in

the open-loop voltage gain transfer function of the basic amplifier.

15-13 STEP RESPONSE OF OPERATIONAL AMPLIFIERS

In Chap. 14 it is demonstrated that many feedback amplifiers have a single

dominant pole or two dominant poles, with all other poles at least two octaves

away. If an op amp is represented by a two-pole transfer function, the small-

signal response is that discussed in Sec. 14-2 and plotted in Fig. 14-7.

Large-signal Step Response If the output voltage exceeds 1 V, the

transient response is altered by nonlinear operation such as bias disturbances

and the slewing-rate 9 limit determined by the circuit capacitances. If we
connect, for example, a compensation capacitor C 1 from collector to collector

of the first differential stage, this capacitor must charge during the large-signal

transient response, and the maximum available current is 2IC) where Ic is the

dc current of either transistor. Thus

dVa _ 21c

dt Cr
(15-55)

and this limit distorts the large output signal. In general, the nonlinear oper-

ation and slewing-rate limit increase the settling time (Fig. 14-6).

In practice, the selection of the compensation capacitor is greatly aided

by observing the amplifier step response with a square-wave input and varying
the compensating capacitance at various signal levels to obtain satisfactory

compensation.
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REVIEW QUESTIONS

15-1 (a) Draw the schematic block diagram of the basic op amp with inverting

and noninverting inputs. (b) Indicate its equivalent circuit.

15-2 List six characteristics of the ideal op amp.

15-3 (a) Draw the schematic diagram of an ideal inverting op amp with voltage-

shunt feedback impedances Z and Z '.
(b) Indicate the virtual-ground model for cal-

culating the gain.

15-4 For the op amp of Rev. 15-3, assume finite A v and R, and nonzero R 0 -

Draw the equivalent circuit using Miller's theorem.

15-5 (a) Draw the schematic diagram of an ideal noninverting op amp with

voltage-shunt feedback. (b) Derive the expression for the voltage gain.

15-6 (a) Define an ideal diff amp. (b

)

Define difference signal v d and common-

mode signal vc .

15-7 (a) Draw the circuit of an emitter-coupled diff amp. (b ) Explain why the

CMRR — oo for a symmetrical circuit with R e
—> °o .

15-8 (a) Draw the equivalent circuit from which to calculate A c for the emitter-

coupled diff amp. (b

)

Repeat for A d .

15-9 (a) Why is R e in an emitter-coupled diff amp replaced by a constant-

current source? (b ) Draw such a circuit, (c) Explain why the network replacing R e

acts as an approximately constant current Io . (d) Explain how Io is made to be

independent of temperature.

15-10 Explain why the CMRR is infinite if a true constant-current source is

used in a symmetrical emitter-coupled diff amp.

15-11 (a) Sketch the transfer characteristics of a diff amp. (b ) Over what dif-

ferential voltage is the diff amp a good limiter? (c) Over what differential voltage is

the transfer characteristic quite linear? (d) How does the transconductance vary

(qualitatively) with differential voltage? (e) Explain why AGC is possible with the

diff amp.

15-12 (a) Draw an IC op amp in block-diagram form, (b) Identify each stage

by function.
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15-13 Define (o) inpul bias current, (6) input offset current, (c) input offset voltage
(d) output offset voltage, (e) power supply rejection ratio, and (/) slew rate for an op amp!

15-14 Show the balancing arrangement for (o) an inverting and (6) a noninvert-
ing op amp.

15-15 Show the circuit and explain how to measure (a) A V} (b ) ROJ and (c) R {

of an op amp.

15-16 Repeat Rev. 15-15 for Vi0 .

15-17 Repeat Rev. 15-15 for I io .

15-18 Repeat Rev. 15-15 for CMRR = p.

15-19 Repeat Rev. 15-15 for the slewing rate.

15-20 Explain how the poles of an op amp may be determined experimentally.
15-21 Discuss dominant-pole compensation of an op amp.
1 ^“22 Indicate three methods of implementing pole-zero compensation of an

OP AMP.

15-23 (a) Draw the circuit which applies lead compensation to an inverting op
amp. (b) Verify that a phase lead is introduced by the circuit element added.



INTEGRATED CIRCUITS AS

ANALOG SYSTEM BUILDING

BLOCKS

Many analog systems (both linear and nonlinear) are constructed with

the op amp or diff amp as the basic building block. These IC's aug-
mented by a few external discrete components, either singly or in com-
bination, are used in the following linear systems: analog computers,
voltage-to-current and current-to-voltage converters, amplifiers of

various types (for example, dc instrumentation, tuned, and video

amplifiers), voltage followers, active filters, and delay equalizers.

Among the nonlinear analog system configurations discussed in

this chapter are the following: amplitude modulators, logarithmic

amplifiers and analog multipliers, sample-and-hold circuits, compa-
rators, and square-wave and triangle-waveform generators.

/. LINEAR ANALOG SYSTEMS

16-1 BASIC OPERATIONAL AMPLIFIER APPLICATIONS 1

An op amp may be used to perform many mathematical operations.

This feature accounts for the name operational amplifier. Some of the

basic applications are given in this section. Consider the ideal op amp
of Fig. 15-2a, which is repeated for convenience in Fig. 16-la. Recall-

ing (Sec. 15-1) that the equivalent circuit of Fig. 16-15 has a virtual

ground (which takes no current), it follows that the voltage gain is

given by

Ay; l
r

<>

Vs

2T

Z (16-1)

Based upon this equation we can readily obtain an analog inverter
,
a

scale changer
,
a phase shifter

,
and an adder.
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Fig. 16-1 (o) Inverting operational amplifier with voltage-shunt feedback,

(b) Virtual ground in the op amp.

Sign Changer, or Inverter If Z = Z' in Fig. 16-1, then A Vf = -1, and
the sign of the input signal has been changed. Hence such a circuit acts
as a phase inverter. If two such amplifiers are connected in cascade, the
output from the second stage equals the signal input without change of sign.

Hence the outputs from the two stages are equal in magnitude but opposite
in phase, and such a system is an excellent paraphase amplifier.

Scale Changer If the ratio Z'/Z = k, a real constant, thenAy, = — 7c,

and the scale has been multiplied by a factor -k. Usually, in such a case of
multiplication by a constant, —1 or -k, Z and Z' are selected as precision
resistors.

Phase Shifter Assume that Z and Z' are equal in magnitude but differ in
angle. Then the operational amplifier shifts the phase of a sinusoidal input
voltage while at the same time preserving its amplitude. Any phase shift

from 0 to 360° (or + 180°) may be obtained.

Adder, or Summing Amplifier The arrangement of Fig. 16-2 may be used
to obtain an output which is a linear combination of a number of input signals.
Since a virtual ground exists at the op amp input, then

and

i = HL + ®L + . .
. + is.

Ri ^ Rz
+ + Rn

v° - ~ R,i ~ ~(w1

Vl +
lk

V2+ " '

+F/")
If Ri — R2 — Rn ,

then

R'
Vo — —

-^T (W 1 ""H V2 + + Vn)

and the output is proportional to the sum of the inputs.

(16-2a)

(16-26)
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Fig. 16-2 Operational adder, or sum-

ming amplifier.

Many other methods may, of course, be used to combine signals. The
present method has the advantage that it may be extended to a very large

number of inputs requiring only one additional resistor for each additional

input. The result depends, in the limiting case of large amplifier gain, only

on the resistors involved, and because of the virtual ground, there is a minimum
of interaction between input sources.

Voltage-to-current Converter Often it is desirable to convert a voltage

signal to a proportional output current. This is required, for example, when
we drive a deflection coil in a television tube. If the load impedance has

neither side grounded (if it is floating), the simple circuit of Fig. 16-2 with R f

replaced by the load impedance Zl is an excellent voltage-to-current converter.

For a single input Vi = vB (t), the current in ZL is

(16-3)

Note that i is independent of the load Zl, because of the virtual ground of the

operational amplifier input. Since the same current flows through the signal

source and the load, it is important that the signal source be capable of provid-

ing this load current. On the other hand, the amplifier of Fig. 16-3a requires

(a) (6)

Fig. 16-3 Voltage-to-current converter for (a) a floating load

and (b) a grounded load Zl .
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-i.R'

Fig. 16-4 Current-to-voltage converter.

very little current from the signal source due to the very large input resistance
seen by the noninverting terminal.

If the load ZL is grounded, the circuit of Fig. 16-36 can be used. In
Prob. 16-7 we show that if R 3 R-, = R','Rh then

4(0 = — v_M
R'2 (16-4)

Current-to-voltage Converter Photocells and photomultiplier tubes give
an output current which is independent of the load. The circuit in Fig. 16-4
shows an operational amplifier used as a current-to-voltage converter. Due
to the virtual ground at the amplifier input, the current in Rs is zero and
is flows through the feedback resistor R‘

.

Thus the output voltage v0 is

v° = —i,R'. It must be pointed out that the lower limit on current measure-
ment with this circuit is set by the bias current of the inverting input. It is

common to parallel R with a capacitance C' to reduce high-frequency noise.

DC Voltage Follower The simple configuration of Fig. 16-5 approaches
the ideal voltage follower

.

Because the two inputs are tied together (virtually),
then Vo = Vs and the output follows the input. The LM 102 (National Semi-
conductor Corporation) is specifically designed for voltage-follower usage and
has very high input resistance (10,000 INI), very low input current (~3 nA),
and very low output resistance (~0 £1).

16-2 DIFFERENTIAL DC AMPLIFIER*

The differential-input single-ended-output instrumentation amplifier is often
used to amplify inputs from transducers which convert a physical parameter
and its variations into an electric signal. Such transducers are strain-gauge
bridges, thermocouples, etc. The circuit shown in Fig. 16-6 is very simple

V„

Fig. 16-5 A voltage follower, = Fs .
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Fig. 16-6 Differential amplifier using one op

AMP.

and uses only one op amp. In Prob. 16-8 we show that if S 2/#i = R A/R Z ,

then

F. - * (V, - V
,) (16-5)

If the signals V

i

and V 2 have source resistances Rsl and Rs2 ,
then these

resistances add to Ri and R 3, respectively. Note that the signal sources V 1

and Vt are each loaded by only a 1-K resistance. If this is too heavy a load
for the transducer, a voltage follower is used as a buffer amplifier for each
signal. In other words, the circuit of Fig. 16-5 precedes each input in Fig.
16-6. This configuration of three IC op amps is a very versatile, high-per-
formance, low-cost dc amplifier system.

Bridge Amplifier A differential amplifier is often used to amplify the
output from a transducer bridge, as shown in Fig. 16-7. Nominally, the four
arms of the bridge have equal resistances R. However, one of the branches
has a resistance which changes to R + AR with temperature or some other
physical parameter. The goal of the measurement is to obtain the fractional
change 8 of the resistance value of the active arm, or 5 = AR/R.

In Prob. 16-11 we find that for the circuit of Fig. 16-7, the output V„ is

given by

v — AiV 8
0

4 1 + S/2 (16'6)

For small changes in R (8 « 1 ) Eq. (16-6) reduces to
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16-3 STABLE AC-COUPLED AMPLIFIER

In some applications the need arises for the amplification of an ac signal,

while any dc signal present must be blocked. A very simple and stable ac

amplifier is shown in Fig. 16-8a, where capacitor C blocks the dc component

of the input signal and together with the resistor R sets the low-frequency 3-dB

response for the overall amplifier.

The output voltage V0 as a function of the complex variable s is found

from the equivalent circuit of Fig. 16-86 (where the double-ended heavy arrow

represents the virtual ground) to be

Vo = -IR'

and

A _ TT. _Ar/ ~ V, “

V,

R + 1/sC
R'

R' s

R s + 1/RC
(16-8)

From Eq. (16-8) we see that the low 3-dB frequency is

=
2^RC

The high-frequency response is determined by the frequency character-

istics of the operational amplifier A v and the amount of voltage-shunt feedback

present (Sec. 14-5). The midband gain is, from Eq. (16-1), A Vf = —R','R.

AC Voltage Follower The ac voltage follower is used to provide im-

pedance buffering, that is, to connect a signal source with high internal source

resistance to a load of low impedance, which may even be capacitive. In

Fig. 16-9 is shown a practical high-input impedance ac voltage follower using

the LM 102 operational amplifier. We assume that Ci and C 2 represent short

circuits at all frequencies of operation of this circuit. Resistors Ri and R 2 are

used to provide RC coupling and allow a path for the dc input current into the

noninverting terminal. In the absence of the bootstrapping capacitor C 2) the

ac signal source would see an input resistance of only Ri + R 2 = 200 K. Since

Fig. 16-8 (a) AC stable feedback amplifier, (b) Equiva-

lent circuit when \A V
\

= 00
.
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Fig. 16-9 AC voltage follower. (Courtesy

of National Semiconductor Corporation.)

the LAI 102 is connected as a voltage follower, the voltage gain A v between

the output terminal and the noninverting terminal is very close to unity.

Thus, from our discussion in Sec. S-1G, the input resistance the source sees

becomes, approximately, Ri/(1 — A v ), which is measured to be 12 AI at

100 Hz and increases to 100 AI at 1 kHz.

16-4 ANALOG INTEGRATION AND DIFFERENTIATION 1

The analog integrator is very useful in many applications which require the

generation or processing of analog signals. If, in Fig. 16-1, Z = R and a

capacitor C is used for Z f

}
as in Fig. 16-10, we can show that the circuit per-

forms the mathematical operation of integration. The input need not be

sinusoidal, and hence is represented by the lowercase symbol v = v(t). (The

subscript s is now omitted, for simplicity.) In Fig. 16-10b, the double-headed

arrow represents a virtual ground. Hence i = v
f

R, and

v„ = — ^ J
i dt = — ^ I

vdt (10-10)

The amplifier therefore provides an output voltage proportional to the integral

of the input voltage.

If the input voltage is a constant, v = F, then the output will be a ramp,

v0 = —Vt/RC. Such an integrator makes an excellent sweep circuit for a

cathode-ray-tube oscilloscope, and is called a Miller integrator, or Miller sweepA

DC Offset and Bias Current The input stage of the operational amplifier

used in Fig. 16-10 is usually a diff amp. The dc input offset voltage V i0

appears across the amplifier input, and this voltage will be integrated and will

appear at the output as a linearly increasing voltage. Part of the input bias

current will also flow through the feedback capacitor, charging it and produc-

ing an additional linearly increasing voltage at the output. These two ramp

voltages continue to increase until the amplifier reaches its saturation point.
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C

Fig. 16-10 (a) Opera-

tional integrator, (b)

Equivalent circuit.

We see then that a limit is set on the feasible integration time by the above
error components. The effect of the bias current can be minimized by
increasing the feedback capacitor C while simultaneously decreasing the value
of R for a given value of the time constant RC.

Finite Gain and Bandwidth The integrator supplies an output voltage
proportional to the integral of the input voltage, provided the operational
amplifier shown in Fig. 16-10a has infinite gain \A V

\

-> » and infinite band-
width. The voltage gain as a function of the complex variable s is, from
Eq. (16-1),

A V/(s)
V.(a) Z’ _ 1

F(s) Z RCs (16-11)

and it is clear that the ideal integrator has a pole at the origin.

Let us assume that in the absence of C the operational amplifier has a
dominant pole at /i, or si = — 2wfi. Hence its voltage gain A c is approxi-
mated by

A„ =
A vo

1 + j(f/A) 1
(16-12)

If we further assume that R„ = 0 in Fig. 15-3, then A, = A v . Substituting
Eq. (16-12) in Eq. (15-2) with R { = oo and using \A Vo

\
» 1, \A Vo\RC » l/|si|,

we find

Avf= ~m Av°
(s + Av*x)(fi- 1 RCA r.)

(16“13 )

where A Vo is a negative number and represents the low-frequency voltage gain
of the operational amplifier.

The above transfer function has two poles on the negative real axis as
compared with one pole at the origin for the ideal integrator. In Fig. 16-11
we show the Bode plots of Eqs. (16-11) to (16-13). We note that the response
of the real integrator departs from the ideal at both low and high frequencies.
At high frequencies the integrator performance is affected by the finite band-
width

( — si. 2tt) of the operational amplifier, while at low frequencies the
integration is limited by the finite gain of the op amp.
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Fig. 16-11 Bode magnitude plots of open-loop op amp gain A v ,

ideal integrator and real integrator. Notethat/iy
- = 1 /2tvRC\A Vo

\

and fzf = A VoSi/2w.

Practical Circuit A practical integrator must be provided with an external
circuit to introduce initial conditions, as shown in Fig. 16-12. When switch
S is in position 1, the input is zero and capacitor C is charged to the voltage 7,
setting an initial condition of vQ = 7. W'hen switch S is in position 2, the
amplifier is connected as an integrator and its output will be 7 plus a con-
stant times the time integral of the input voltage v. In using this circuit,

care must be exercised to stabilize the amplifier and R 2 must be equal to Ri to

minimize the error due to bias current.

Fig. 16-12 Practical integrator cir-

cuit. For minimum offset error due to

input bias current it is required that

R\ — Ri- (Courtesy of National

Semiconductor Corporation.)
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Fig. 16-13 Equivalent circuit of the opera-

tional differentiator.

Differentiator If Z is a capacitor C and if Z' = R, we see from the
equivalent circuit of Fig. 16-13 that i = C dv/dt and

= -**= ~RC% (16-14)

Hence the output is proportional to the time derivative of the input. If the
input signal is v = sin at, then the output will be v„ = -RCa cos at. Thus
the magnitude of the output increases linearly with increasing frequency, and
the differentiator circuit has high gain at high frequencies. This results in

amplification of the high-frequency components of amplifier noise, and the
noise output may completely obscure the differentiated signal.

The General Case In the important cases considered above, Z and Z'
have been simple elements such as a single R or C. In general, they may be
any series or parallel combinations of R, L, or C. Using the methods of
Laplace transform analysis, Z and Z' can be written in their operational form
as Z(s) and Z'{s), where s is the complex-frequency variable. In this notation
the reactance of an inductor is written formally as Ls and that of a capacitor
as 1/sC. The current J(s) is then V(s)/Z(s), and the output is

F‘ (S) = ~m V(S) (16-15)

The amplifier thus solves this operational equation.

16-5 ELECTRONIC ANALOG COMPUTATION 1

The op amp is the fundamental building block in an electronic analog computer.
As an illustration, let us consider how to program the differential equation

d 2v . -rr- dv . ~.y.

W +Kl
Jt
+ IUv - * = 0 (16-16)

where Vi is a given function of time, and K\ and K2 are real positive constants.
We begin by assuming that dH/df1 is available in the form of a voltage.

Then, by means of an integrator, a voltage proportional to dv/dt is obtained.
A second integrator gives a voltage proportional to v. Then an adder (and
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scale changer) gives — Ki(dv/dt) — K 2v + V\. From the differential equation

(16-16), this equals d 2v/dt2
}
and hence the output of this summing amplifier

is fed to the input terminal, where we had assumed that d 2v/dt 2 was available

in the first place.

The procedure outlined above is carried out in Fig. 16-14. The voltage

d 2v/dt 2
is assumed to be available at an input terminal. The integrator (1)

has a time constant RC = 1 s, and hence its output at terminal 1 is— dv/dt.

This voltage is fed to a similar integrator (2), and the voltage at terminal 2 is

+v. The voltage at terminal 1 is fed to the inverter and scale changer (3),

and its output at terminal 3 is +Ki(dv/dl). This same operational amplifier

(3) is used as an adder. Hence, if the given voltage Vi(£) is also fed into it as

shown, the output at terminal 3 also contains the term —Vi, or the net output is

+ Ki(dv/dl) — vi. Scale changer-adder (4) is fed from terminals 2 and 3, and
hence delivers a resultant voltage —K2v — K\{dv/dt) + v x at terminal 4. By
Eq. (16-16) this must equal d 2v/dt 2

,
which is the voltage that was assumed to

exist at the input terminal. Hence the computer is completed by connecting

terminal 4 to the input terminal. (This last step is omitted from Fig. 16-14

for the sake of clarity of explanation.)

The specified initial conditions (the value of dv/dt and y at< t — 0) must
now be inserted into the computer. We note that the voltages at terminals. 1

and 2 in Fig. 16-14 are proportional to dv^dt and v, respectively. Hence
initial conditions are taken care of (as in Fig. 16-12) by applying the correct

voltages Vi and V2 across the capacitors in integrators 1 and 2, respectively.

The solution is obtained by opening switches Si and S 2 and simultaneously

Fig. 16-14 A block diagram of an electronic analog computer. At t = 0, Si and S 2

are opened and Sz is closed. Each op amp input is as in Fig. 16-12.
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closing jS 3 (by means of relays) at i = 0 and observing the waveform at ter-

minal 2. If the derivative dvjdt is also desired, its waveform is available at

terminal 1. The indicator may be a cathode-ray tube (with a triggered sweep)
or a recorder or, for qualitative analysis with slowly varying quantities, a high-

impedance voltmeter.

The solution of Eq. (16-16). can also be obtained with a computer which
contains differentiators instead of integrators. However, integrators are

almost invariably preferred over differentiators in analog-computer applica-

tions, for the following reasons: Since the gain of an integrator decreases with
frequency whereas the gain of a differentiator increases nominally linearly

with frequency, it is easier to stabilize the former than the latter with respect

to spurious oscillations. As a result of its limited bandwidth, an integrator is

less sensitive to noise voltages than a differentiator. Further, if the input
waveform changes rapidly, the amplifier of a differentiator may overload.

Finally, as a matter of practice, it is convenient to introduce initial conditions

in an integrator.

16-6 ACTIVE FILTERS 4

Consider the ideal low-pass-filter response shown in Fig. 16-15a. In this plot

all signals within the band 0 < / < fQ are transmitted without loss, whereas
inputs with frequencies / > f0 give zero output. It is known 5 that such an
ideal characteristic is unrealizable with physical elements, and thus it is

\A v (f)\

(a)
1

hn f

\Ay(f)\

(b)

o U f

Fig. 16-15 Ideal filter characteristics,

(a) Low-pass, (b) high-pass, and (c)

bandpass.

\A v (f)\

(c)

hh foH f
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necessary to approximate it. An approximation for an ideal low-pass filter
is of the form

Av(s) =
K(s) (16-17)

where P„(s) is a polynomial in the variable s with zeros in the left-hand plane
Active filters permit the realization of arbitrary left-hand poles for A v (s)
using the operational amplifier as the active element and only resistors and
capacitors for the passive elements.

Since commercially available op amps have unity gainrbandwidth prod-
ucts as high as 100 MHz, it is possible to design active filters up to frequen-
cies of several MHz. The limiting factor for full-power response at those
high frequencies is the slewing rate (Sec. 15-6) of the operational amplifier.
(Commercial integrated op amps are available with slewing rates as high as
100 V/ jus.)

Butterworth Filter 6 A common approximation of Eq. (16-17) uses the
Butterworth polynomials Bn (s)

}
where

^4v(s)
A vo

B n (s)
(16-18)

and with $ = jo>
}

M.wr -
, +^„ (18-19)

From Eqs. (16-18) and (16-19) we note that the magnitude of B„(w) is given by

|B n (co)| = ^1 +^ (16_20)

The Butterworth response [Eq. (16-19)] for various values of n is plotted in
Fig. 16-16. Note that the magnitude of A v is down 3 dB at co = co0 for all n.
The larger the value of n, the more closely the curve approximates the ideal
low-pass response of Fig. 16-15a.

If we normalize the frequency by assuming co„ = 1 rad/s, then Table 16-1
gives the Butterworth polynomials for n up to 8. Note that for n even, the
polynomials are the products of quadratic forms, and for n odd, there is present
the additional factor s + 1. The zeros of the normalized Butterworth poly-
nomials are either -1 or complex conjugate and are found on the so-called
Butterworth circle of unit radius shown in Fig. 16-17. The damping factor k
is defined as one-half the coefficient of $ in each quadratic factor in Table
16-1. For example, for n = 4, there are two damping factors, namely,
0.765/2 = 0.383 and 1.848/2 = 0.924. It turns out (Prob. 16-20) that k is
given by

k = cos e (16-21)

where 6 is as defined in Fig. 16-17a for n even and Fig. 16-176 for n odd.
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TABLE 76-7 Normalized Butterworth polynominals

n Factors of 'polynomial Pn (s

)

1 (« + 1)

2 (s2 + 1.414s + 1)

3 (« + 1)(«
2 + 8 + 1)

4 (s
2 + 0.765s + l)(s2 + 1.848s + 1)

5 (s + l)(s2 + 0.618s + l)(s2 + 1.618s + 1)

6 (s2 + 0.518s + l)(s2 + 1.414s + l)(s2 + 1.932s + 1)

7 (5 + D(S 2 + 0.445s + l)(s2 + 1.247s + l)(s2 + 1.802s + 1)

8 (s2 + 0.390s + l)(s2 + 1.111s + l)(s2 + 1.663s + l)(s2 + 1.962s + 1)

From the table and Eq. (16-18) we see that the typical second-order

Butterworth filter transfer function is of the form

Ay(s) _ 1

' Avo (a/wo)
2 + 2k(s/uo) + 1

(16-22)

where co0 = 2tt/0 is the high-frequency 3-dB point. Similarly, the first-order

filter is

Ay (8) = 1

A Vo s/cOo + 1
(16-23)

Practical Realization Consider the circuit shown in Fig. 16-1 Sa
7
where

the active element is an operational amplifier whose stable midband gain

Fig. 16-16 Butterworth low-

pass-filter frequency re-

sponse.
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Fig. 16-17 The Butterworth circle for (a) n even and (Jb)

n odd. Note that for n odd, one of the zeros is at s = — 1

.

y<>/Vi = A Vo = (Ri + R[)/Ri [Eq. (15-4)] is to be determined. We assume
that the amplifier input current is zero, and we show in Prob. 16-25 that

A _ X? _ Ay0Z zZ\

Vs Zz(Zi + Z 2 + Zz) + Z1Z2 + ZiZ 4 (l — A Vo)

(16-24)

If this network is to be a low-pass filter, then Zi and Z 2 are resistances and
Z z and Zi are capacitances. Let us assume Z x ~ Z 2 = R and C z = C A = C,

as shown in Pig. 16-185. The transfer function of this network takes the form

Ay(s) = A\ (1/RC) 2

s
2 + (t) s + (^c)

Comparing Eq. (16-25) with Eq. (16-22), we find

1
co„ =

RC
and

2k = 3 - A-l or A Vo = 3 — 2k

(16-25)

(16-26)

(16-27)

We are now in a position to synthesize even-order Butterworth filters

by cascading prototypes of the form shown in Fig. 16-186, using identical

R’b and C’s and selecting the gain A Vo of each operational amplifier to satisfy

Eq. (16-27) and the damping factors from Table 16-1.

To realize odd-order filters, it is necessary to cascade the first-order filter

of Eq. (16-23) with second-order sections such as indicated in Fig. 16-186.

The first-order prototype of Fig. 16-18c has the transfer function of Eq.
(16-23) for arbitrary A Vo provided that is given by Eq. (16-26). For
example, a third-order Butterworth active filter consists of the circuit in

Fig. 16-186 in cascade with the circuit of Fig. 16-18c, with R and C chosen so

that RC = 1/coo, with A Vo in Fig. 16-186 selected to give k = 0.5 (Table 16-1,

n = 3), and Avo in Fig. 16-18c chosen arbitrarily.



EXAMPLE Design a fourth-order Butterworth low-pass filter with a cutoff fre-

quency of 1 kHz.

Solution We cascade two second-order prototypes as shown in Fig. 16-19. For
n = 4 we have from Table 16-1 and Eq. (16-27)

Ay
i
= 3 - 2k l = 3 - 0.765 = 2.235

10 K 12.35 K 10 K 1.52 K

Fig. 16-19 Fourth-order Butterworth low-pass filter with f0 = 1 kHz.
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and

Ar2 = 3 - 2ki = 3 - 1.848 = 1.152

From Eq. (15-4), Ay, = (fib + R[)/R,. If we arbitrarily choose R, = 10 K,
then for Ay, = 2.235, we find R[ = 12.35 K, whereas for A V2 = 1,152, we find
R 2

= 1-520 K and 72a = 10 K. To satisfy the cutoff-frequency requirement, we
have, from Eq. (16-26), /„ = 1,'2ttRC. We take R = 1 K and find C = 0.16 /uF.

Figure 16-19 shows the complete fourth-order low-pass Butterworth filter.

High-pass Prototype An idealized high-pass-filter characteristic is

indicated in Fig. 16-156. The high-pass second-order filter is obtained from the
low-pass second-order prototype of Eq. (16-22) by applying the transformation

0)0 [low-pass S [high-pass (16-28)

Thus, interchanging R’s and C’s in Fig. 16-186 results in a second-order
high-pass active filter.

Bandpass Filter A second-order bandpass prototype is obtained by
cascading a low-pass second-order section whose cutoff frequency is/o7/ with a
high-pass second-order section whose cutoff frequency is foL ,

provided Un > Jol,
as indicated in Fig. 16-15c.

Band-reject Filter Figure 16-20 shows that a band-reject filter is obtained
by paralleling a high-pass section whose cutoff frequency is/oL with a low-pass

(a) (b)

Fig. 16-20 (a) Ideal band-reject-filter frequency response, (b) Parallel combina-
tion of low-pass and high-pass filters results in a band-reject filter.
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Fig. 16-21 A resonant circuit.

section whose cutoff frequency is f0H- Note that for band-reject characteris-

tics it is required that fon < fob*

16-7 ACTIVE RESONANT BANDPASS FILTERS 7

The idealized bandpass filter of Fig. 16-15c has a constant response for foL <
/ < fon and zero gain outside this range. An infinite number of Butterworth

sections are required to obtain this filter response. A very simple approxima-

tion to a narrowband characteristic is obtained using a single LC resonant

circuit. Such a bandpass filter has a response which peaks at some center

frequency f0 and drops off with frequency on both sides of f0 . A basic proto-

type for a resonant filter is the second-order section shown in Fig. 16-21, whose

transfer function we now derive.

If we assume that the amplifier provides a gain A 0 = V0/Vi which is

positive and constant for all frequencies, we find

, (
- v _ Vo _ V0 Vi _ RA 0

V, ViVs R + j(uL — 1/coC)
(16-29)

The center
,
or resonant

,

frequency f0 = oj0/27t is defined as that frequency

at which the inductance resonates with the capacitance; in other words, the

inductive and capacitive reactances are equal (in magnitude), or

OJ o
2 (16-30)

It is convenient to define the quality factor Q of this circuit by

n = 1 ^ %_y “ R a>0CR R (16-31)

Substituting Eq. (16-31) in Eq. (16-29), we obtain the magnitude and phase

of the transfer function

\A v (ju)\

'i + Q2 (“ _^VT
\0)o 01 /

6(oi) = —arctan Q

(16-32)

(16-33)
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0.1 0.2 0.3 0.4 0.6 0.8

1

2 3 4 6 8 10

Normalized frequency <co/co0 )

0.1 0.2 0.3 0.40.6 0.81 2 3 4 6 8 10

Normalized frequency (w/co0 )

(a) (b)

Fig. 16-22 The bandpass characteristics of a tuned circuit, (a) Amplitude and (b)

phase response.

Normalized Eqs. (16-32) and (16-33) are plotted in Fig. 16-22 for different

values of the parameter Q.

Geometric Symmetry In the [A ^ (Jco)
|

curves of Fig. 16-22 it is seen that,

for every frequency o>' < w0 ,
there exists a frequency o>" > w0 for which

\A v (jo))\ has the same value. We now show that these frequencies have w0

as their geometric mean; that is, w0
2 = o/w".

Setting \A v (ju)\ = \A v (ju")\, we obtain

a/ c

d

0

co0 a/
(16-34)

where the minus sign is required outside the parentheses because a/ < w0 < a>".

From Eq. (16-34) we find

O)o
2 (16-35)

Bandwidth Let «i < co0 and co 2 > co 0 be the two frequencies on either

side of w0 for which the gain drops by 3 dB from its value A 0 at co0 . Then the

bandwidth is defined by

B = Cd2 C0i

27r 2w \
2 m)

(16-36)

where use is made of Eq. (16-35). The frequency co 2 is found by setting

A v (joi)

A 0

1
(16-37)
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From Eq. (16-32) it follows that

Comparing Eq. (16-36) with Eq. (16-38), we see that

o 1 fo
~

2nQ “ Q

(16-38)

(16-39)

The bandwidth is gv'en by the center frequency divided by Q.

Substituting Eq. (16-31) in Eq. (16-39), we find an alternative expression

for By namely,

1 co 0R _ 1 R
2ir o)0L 2ir L (16-40)

Active RC Bandpass Filter The general form for the second-order band-
pass filter is obtained if we let s = ju in Eq. (16-29).

a / 0 \ __
RA 0 (R L)A 0s

rK
' R + SL + 1/sC s

2 + sCR.'L) + 1/LC (16-41)

Substituting Eqs. (16-30) and (16-31) into (16-41) yields

Ay (s)
(to0 OA 0s

s
2 + (co 0 /Q)s + to0

2 (16-42)

The transfer function of Eq. (16-42) obtained from the RLC circuit shown in

Fig. 16-21 can be implemented with the multiple-feedback circuit of Fig. 16-23,

which uses two capacitors, three resistors, and one op amp, but no inductors.

If we assume that the op amp voltage gain is infinite, we show in Prob. 16-29

that

V0 (s) _ s/RiCi

V.
., + c, + c, 1

^ RtCiCt R'R 3CiC2

(16-43)

where R' = or

jy, _ R1R2~
+ R»

(16-44)
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Equating the corresponding coefficients in the three transfer functions of Eqs.

(16-41), (16-42), and (16-43) yields

D (1 - L _ Q
/tlUl

RAo COoAo
(16-45)

p C xCt L Q
Cx + C* R «.

(16-46)

R’RiCiC* =LC = \
0)o

(16-47)

Any real positive values for R i} R'
} Rz, Ch and C>2 which satisfy Eqs. (16-45)

to (16-47) are acceptable for the design of the active bandpass filter. Since

we have only three equations for the five parameters, two of these (say, Ch and

C 2 ) may be chosen arbitrarily.

EXAMPLE Design a second-order bandpass filter with a midband voltage gain

A 0 — 50 (34 dB), a center frequency f0 = 160 Hz, and a 3-dB bandwidth B — 16 Hz.

Solution From Eq. (16-39) we see that the required Q = 160/16 = 10. The
center angular frequency is co 0 = 2tt/0 = 2tt X 160 « 1,000 rad/s. Assume

Cl = Ch = 0.1 (XF. From Eq. (16-45)

R Q _ Q _ o K
1

AoCOoCi 50 X 103 X 0.1 X 10" 6

From Eq. (16-46)

From Eq. (16-47)

Q = 200 K

R' = 1

to0
1RzC \C 2

1

10 6 X 2 X 10 6 X 10-14
= 500 Q

Finally, from Eq. (16-44)

^_ = M00 X 500 = 667O
Ri - R

'

2,000 - 500

If the above specifications were to be met with the RLC circuit of Fig. 16-21,

an unreasonably large value of inductance would be required (Prob. 16-32).

16-8 DELAY EQUALIZER

Signals such as digital data pulses transmitted over telephone wires suffer from

delay distortion, discussed in Sec. 12-2. For the compensation of this distortion,
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<«> (b

)

Fig. 16-24 (o) General form of delay equalizer, (b) Practical equalizer section

using the fiA702. (Courtesy of Fairchild Semiconductor, Inc.)

corrective networks known as delay equalizers are required. A delay equalizer
is an all-pass network whose transfer function is of the form

„ Vo R - jX
Av

V. R+JX (16-48)

We see from Eq. (16-48) that the amplitude of Ay is unity throughout the
useful frequency range, and the delay D is given by the derivative of the phase
of Ay with respect to frequency, or

D(a) = ~ 2
i> [

arctant] (16-49)

A delay equalizer using an operational amplifier is shown in Fig. 16-24a. The
transfer function for this configuration is found in Prob. 16-33 to be

A _ ZiZi — Z^ZiAv
Zx(Z, + Zt) (

16-5°)

For Z\ — Zi = R = 1 K, Z% = Rs, and Zi = jX, Eq. (16-50) becomes

„ _Rz- jX
Ar R s + jX (16-51)

which is the desired all-pass characteristic of the delay equalizer. A practical
delay equalizer is shown in Fig. 16-24& using the Fairchild juA702 0p amp. The
low offset voltage of this amplifier allows a larger number of sections to be
directly coupled. This advantage is particularly significant when we consider
the fact that in many applications eight or more sections in cascade are required
to compensate for the delay distortion.

16-9 INTEGRATED CIRCUIT TUNED AMPLIFIER

The differential amplifier stage in monolithic integrated form (Fig. 16-25) is an
excellent basic building block for the design of a tuned amplifier (including
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Fig. 16-25 The MC 1550 inte-

grated circuit. (Courtesy of

Motorola Semiconductor Inc.)

6

automatic gain control), an amplitude modulator, or a video amplifier. We
now discuss these applications.

Operation of a Tuned Amplifier This circuit is designed to amplify a

signal over a narrow band of frequencies centered at f0 . The simplified sche-

matic diagram shown in Fig. 16-26 is used to explain the operation of this

circuit. The external leads 1, 2, 3, . . . of the IC in this figure correspond

to those in Fig. 16-25. The input signal is applied through the tuned trans-

Fig. 16-26 Tuned amplifier consisting of the Q1-Q3 cascode, with

the gain controlled by Q2.
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former T 1 to the base of Q 1. The load RL is applied across the tuned trans-

former T2 in the collector circuit of Q3. The amplification is performed by
the transistors Q 1 and Q3, whereas the magnitude of the gain is controlled by
Q2. The combination of Q1-Q3 acts as a common-emitter common-base
(CE-CB) pair, known as a cascocle combination. In Prob. 8-39 we show that

the input resistance and the current gain of a cascode circuit are essentially

the same as those of a CE stage, the output resistance is the same as that of a

CB stage, and the reverse-open-circuit voltage amplification is given by
hr ~ hrehrb ~ 10~ 7

. The extremely small value of h r for the cascode transistor

pair makes this circuit especially useful in tuned-amplifier design. The reduc-

tion in the “reverse internal feedback 77
of the compound device simplifies tun-

ing, reduces the possibility of oscillation, and results in improved stability of

the amplifier.

The voltage VACC applied to the base of Q2 is used to provide automatic
gain control. From Fig. 15-9 we see that if VAGC is at least 120 mV greater

than VR) Q3 is cut off and all the current of Ql flows through Q2. Since Q

3

is cut off, its transconductance is zero and the gain A v = V0/Vs becomes zero.

If VAGC is less than VR by more than 120 mV, Q2 is cut off and the collector

current of Ql flows through Q3, increasing the transconductance of Q3 and
resulting in maximum voltage jgain Ay.

An important advantage of this amplifier is its ability to vary the value

of A v by changing VAGC without detuning the input circuit. This follows

from the fact that variations in VAGC cause changes in the division of the

current between Q2 and Q3 without affecting significantly the collector current

of Ql. Thus the input impedance of Ql remains constant and the input circuit

is not detuned.

Biasing of this integrated amplifier is obtained using a technique similar

to that discussed in Sec. 9-7. The voltage V and resistor R establish the dc
current ID1 through the diode D 1. Since the diode and transistor Ql are on
the same silicon chip, very close to each other, and with VD1 = VDei> the

collector current Ic i of Ql is within +5 percent of ID \.

^-parameters In the design of tuned amplifiers, it is convenient to

characterize the amplifiers as a two-port network and measure the ^/-parameters

at the frequency of operation. These ^/-parameters are defined by choosing

the input and output voltages IT and V2 as independent variables and express-

ing the currents h and I 2 in Fig. 16-27a in terms of these two voltages. Thus

h = 2/n VT + y 12V 3 (16-52)

h = 2/ 21 Vi + i/22V 2 (16-53)

where the Fs and F's represent rms values of the small-signal currents and
voltages. The circuit model satisfying these equations is indicated in Fig.

16-276.
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Fig. 16-27 (a) Cascode pair, (fa) y-parameter two-port model.

The y-parameter in Eqs. (16-52) and (16-53) and Fig. 16-276 are complex-

valued functions of frequency which are defined as follows:

+ jB ii = vr
Vi ka=o

= short-circuit input admittance

2/12 = (?12 +jBu = y;\ Yi=0

2/21
s Gil -jBn =

Iv.-o

2/22 *2 Gti + jBn = Y2 |
7 , = 0

= short-circuit reverse transfer

admittance

= short-circuit forward transfer

admittance

= short-circuit output admittance

For a given device, single transistor or cascode pair, these parameters

may be specified as explicit functions of frequency, or, as is more often the

case, as graphs of the real and imaginary parts, the conductance G and the

susceptance B
}
versus frequency. The data sheet of the MC 1550 gives the

y-parameters measured on the General Radio 1607A immittance bridge.

Typical measured values are shown in Fig. 16-28. The internal feedback

factor yiz is not shown because it was found to be less than 0.001 mA/V (my)

and is neglected.

Let us consider the two-port network of Fig. 16-276 terminated at the

output by a load admittance YL and driven by a current source Is with source

admittance Ys . The equivalent admittance seen by the current source is

7eq = Yt + Yi. In Prob. 16-36 we show that

= Vu ~ V12V21

?/22 + Y r

(16-54)
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/.MHz

(c)

Fig. 16-28 The ^-parameters of the MC 1550 for VCc = 6.0 V and VA0C = 0 V as
functions of frequency, (a) The parameter yn, (fa) the parameter y2l , (c) the param-
eter 7/22 . (Courtesy of Motorola, Inc.)

The average power Pav delivered by the current source to the two-port
is the power dissipated in the conductive part of Y^, or

P.v = ||F^Re[Fea]t (16-56)

If Re [Feq] becomes negative at some frequency coi, the network absorbs
negative power; in other words, power is supplied to the source by the network.
We note from Eq. (16-54) that if y12 « 0 and Re [yn] > 0 and Re [7S ] > 0,
the circuit cannot oscillate.

t Re (Y„q ) means the real part of Koq and Vi is the rms value of the input voltage.
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The current gain Ax and voltage gain A v are found in Prob. 16-37 to be

given by

and

_ VnYl
ynV22 - 2/122/21 + 2/11 Yl

2/21

2/22 + y

L

(16-57)

(16-58)

A Practical Tuned Amplifier A hybrid monolithic circuit which

embodies the principles discussed above is indicated in Fig. 16-29. (For the

moment, assume that the audio generator Va is not present; Va = 0.) The
shaded block is the MC 1550 IC chip of Fig. 16-25. All other components are

discrete elements added externally. Resistors R i and R 2 bias the diode D 1

(and hence determine the collector current of Ql). These resistors also estab-

lish the bias voltage for Q3. Resistors R 3 and R A serve to “widen” the AGC
voltage range from 120 mV to approximately 850 mV, thus rendering the AGC
terminal less susceptible to external noise pickup.

Vagc — Vcc —
3.5 V 6.0 V

45 MHz

Fig. 16-29 A practical 45-MHz tuned amplifier (with

Va = 0), or an RF modulator if Va 9^ 0. (Courtesy of

Motorola Semiconductor, Inc.)
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The source Vs is a 45-MHz RF (radio-frequency) generator whose resis-

tance is 50 The transformers are wound with No. 32 wire on T12-2 cores;

T1 with 6:18 turns has a magnetizing inductance LM = 1.1 gH, and T2 with
30:3 turns gives Lm = 2.5 pH. The variable capacitors in Fig. 16-29 are

adjusted so as to resonate with these inductors at 45 MHz.
For maximum power gain through an amplifier the source admittance

and load admittance must be selected to be the complex conjugates of the

input admittance ~ yu and of the output admittance Y0 ~ y 22t respec-

tively. In place of transformers, LC networks may be used to obtain this

matching. In Fig. 16-30, the input network consisting of Ch, C 2 ,
and Li

transforms the 50-fl resistance of the source into the complex conjugate of yn.
The values of C i, C 2 ,

andLi are calculated using techniques in Ref. 8. The out-

put network consists of C 3 ,
C 4} and L 2 and transforms the 50-fl load resistance

into the complex conjugate of ?/>>. The center frequency for this amplifier is

60 MHz, the bandwidth is 500 kHz, and the power gain is measured to be

30 dB.

Amplitude Modulator The RF carrier signal VB may be varied in

amplitude by changing the AGC voltage. Hence, if an audio signal Va is

applied to terminal 10 in Fig. 16-29 so as to modify the AGC voltage, the

output will be the amplitude-modulated waveform indicated in Fig. 4-27.

The gain of the Q1-Q3 cascode is proportional to |*/ 2 i|, as indicated in

Eq. (16-58). The parameter y 21 depends upon the collector current of Q3,
which can be varied by changing VAGC . Figure 16-31 shows the variation of

1
2/ 21

1

versus VA gc at the frequency of 45 MHz. From the curve we see that

between Vagc = 2.75 V and VAGc = 4.25 V, \y-n
\

is linear with Vago. By
biasing the AGC line to 3.5 V (point B on the curve) and impressing an audio
sinusoidal signal Va on the base of Q2 (as indicated in Fig. 16-29), |f/.n

|

will

vary sinusoidally. From Eq. (16-58) the gain A v will also vary sinusoidally

with the audio signal. Thus the amplifier output will be an amplitude-

modulated signal.

Fig. 16-30 Matching networks for maximum power transfer in a

60-MHz tuned amplifier (a) at the input and (b) at the output.
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Fig. 16-31 Variation of

| v/ 21
1

versus Vagc at 45 MHz
for the MC 1550. (Cour-

tesy of Motorola Semi-

conductor, Inc.)

16-10 A CASCODE VIDEO AMPLIFIER

A video amplifier, as opposed to a tuned amplifier, must amplify signals over

a wide band of frequencies, say up to 20 MHz. The MC 1550 can be used

as a cascode video amplifier (Fig. 16-32a) by avoiding tuned input and output

circuits. Between pins 1 and 4, 50 Q is inserted in order to properly terminate

the coaxial cable carrying the video signal. This small resistance has negligible

effect on the biasing of Ql. The load RL is placed directly in the collector lead

of Q3.

The small-signal analysis of this video amplifier can be made using the

approximate equivalent circuit of Fig. 16-32c. If both transistors Q2 and Q3

are operating in their active region, the collector of Ql sees the very small

input resistance (rc2 ||re3 ) of two common-base stages in parallel. We can rep-

resent Ql with its hybrid-II model, and due to the very low load on Ql, we can

neglect the effect of Cc . The video output is taken from the collector of Q3,

which is operating as a common-base stage. We shall assume that Q3 can

be represented by a current source 0: 3/ 3 ,
where J 3 is the emitter signal current

of Q3 and <x 3 ~ 1 and is independent of frequency over the band of frequencies

under consideration. C s represents the capacitance from the collector of Ql

and Q3 to the substrate (ground).

From Fig. 16-32c we find (Prob. 16-42)

Vo

Vi

otzQvi

-h

—

h s(C6 + Cl)
LbL

(16-59)
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Solution The low-frequency voltage gain V0
1 Vi is found from Eq. (16-59) by letting

s = 0. When Vagc = 0, transistor Q2 is cut off and all the collector current of

Ql flows through Q 3. Since IE i
= 0, then re2 = t]VT

,
IE 2 = <*> and

r ei = n
— = = 52 n at 25°C
Ieq 1 niA

From Sec. 11-2 we obtain

r = = 50

gm 38.5 X IQ” 3
n = 1.30 K

and

C„ =
Qn 38.5 X 10-

F = 6.80 pF
2tt/V 2 X 3.14 X 900 X 10“°

If we assume a 3 ~ 1, we find from Eq. (16-59)

A Vo —
V l-=o

38.5 X 10-

52 X 50

1

/i, Mx^xi
\50 1,300/ 52 R l

= -37.2 X 10~*R L

Thus

Avo - ”25 = -37.2 X 10- 3 X Rl

or

ox
Rl = —— X 10 3 = 675 Q

37.2

The voltage transfer function of Eq. (16-59) has three poles, and the corre-

sponding 3-dB frequencies are

f, =
l
- = Hz = 23.6 MHz

J
2irRrXC. + Cl) ,

2 X 3.14 X 675 X 10 X 10~ 12

- Hz = 490 MHz
2wCc(n;\M 2 X 3.14 X 6.80 X lO" 12 X 48

r. = - = Hz = 610 MHz
2irC's (re2 ||re3 ) 2 X 3.14 X 5 X lO" 12 X 52

We conclude that fi is a dominant pole and }h ~ h = 23.6 MHz. Figure 16-325

shows measured data for three values of Vagc- We see that, although we used a

simplified model to analyze the circuit, we obtained excellent agreement with

experiment.
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II. NONLINEAR ANALOG SYSTEMS

16-11 COMPARATORS

With the exception of amplitude modulation and automatic gain control, all

the systems discussed thus far in this chapter have operated linearly. The
remainder of the chapter is concerned with nonlinear op amp functions.

The comparator, introduced in Sec. 4-6, is a circuit, which compares an
input signal p,(<) with a reference voltage VR . When the input v, exceeds VR ,

the comparator output v0 takes on a value which is very different from the
magnitude of p„ when p,- is smaller than VR . The diff amp input-output curve
of Fig. 15-9 approximates this comparator characteristic. Note that the total
input swing between the two extreme output voltages is ~87r = 200 mV.
This range may be reduced considerably by cascading two diff a.mps as in
Fig. 15-11. This MC 1530 op amp serves as a comparator if connected open-
loop, as shown in hig. 16-33u. The transfer characteristic is given in Fig.

16-336, and it is now observed that the change in output state takes place
with a variation in input of only 2 mV. Note that the input offset voltage
contributes an error in the point of comparison between p,- and VR of the order
of 1 mV. The reference F# may be any voltage, provided that it does not
exceed the maximum common-mode range.

(a) (6

)

Fig. 16-33 (a) The MC 1530 operational amplifier as a comparator.

(b) The transfer characteristic.
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•Cp^A,
ui i l,

Fig. 16-34 A zero-crossing detector converts a sinusoid Vi into a

square wave v0 . The pulse waveforms v' and vl result if v0 is fed

into a short time-constant RC circuit in cascade with a diode clipper.

Zero-crossing Detector If VR is set equal to zero, the output will respond

almost discontinuously every time the input passes through zero. Such an

arrangement is called a zero-crossing detector.

Some of the most important systems using comparators will now be

listed. Other applications are discussed in Secs. 16-5 and 17-19.

Square Waves from a Sine Wave If the input to an op amp comparator

is a sine wave, the output is a square wave. If a zero-crossing detector is

used, a symmetrical square wave results, as shown in Fig. 16-34c. This ideal-

ized waveform has vertical sides which, in reality, should extend over a range

of a few millivolts of input voltage Vi.

Timing-markers Generator from a Sine Wave The square-wave output

v0 of the preceding application is applied to the input of an RC series circuit.

If the time constant RC is very small compared with the period T of the sine-

wave input, the voltage v
f

across R is a series of positive and negative pulses,

as indicated in Fig. 16-34d. If v' is applied to a clipper with an ideal diode

(Fig. 16-34a), the load voltage vL contains only positive pulses (Fig. 16-34e).

Thus the sinusoid has been converted into a train of positive pulses whose spac-

ing is T . These may be used for timing markers (on the sweep voltage of a

cathode-ray tube, for example).



570 / INTEGRATED ELECTRONICS
Sec. 16-12

Phasemeter The phase angle between two voltages can be measured by
a method based on the circuit of Fig. 16-34. Both voltages are converted into
pulses, and the time interval between the pulse of one wave and that obtained
from the second sine wave is measured. This time interval is proportional to
the phase difference. Such a phasemeter can measure angles from 0 to 360°.

Amplitude-distribution Analyzer A comparator is a basic building block
in a system used to analyze the amplitude distribution of the noise generated
in an active device or the voltage spectrum of the pulses developed by a nuclear-
radiation detector, etc. To be more specific, suppose that the output of the
comparator is 10 V if v< > VR and 0 V if Vi < VR . Let the input to the com-
parator be noise. A dc meter is used to measure the average value of the out-
put square wave. For example, if VR is set at zero, the meter will read 10 V,
which is interpreted to mean that the probability that the amplitude is greater
than zero is 100 percent. If VR is set at some value V'R and the meter reads
7 V, this is interpreted to mean that the probability that the amplitude of the
noise is greater than V R is 70 percent, etc. In this way the cumulative ampli-
tude probability distribution of the noise is obtained by recording meter read-
ings as a function of VR .

Pulse-time Modulation If a periodic sweep waveform is applied to a
comparator whose reference voltage VR is not constant but rather is modulated
by an audio signal, it is possible to obtain a succession of pulses whose relative
spacing reflects the input information. The result is a time-modulation system
of communication.

16-12 SAMPLE-AND-HOLD CIRCUITS9

A typical data-acquisition system receives signals from a number of different
sources and transmits these signals in suitable form to a computer or a commu-
nication channel. A multiplexer (Sec. 17-5) selects each signal in sequence,
and then the analog information is converted into a constant voltage over the
gatmg-time interval by means of a sample-and-hold circuit . The constant
output of the sample-and-hold may then be converted to a digital signal
by means of an analog-to-digital (A/D) converter (Sec. 17-20) for digital
transmission.

A sample-and-hold circuit in its simplest form is a switch S in series with
a capacitor, as in Fig. 16-35a. The voltage across the capacitor tracks the
input signal during the time Ta when a logic control gate closes S, and holds
the instantaneous value attained at the end of the interval Tg when the control
gate opens S. The switch may be a relay (for very slow waveforms), a
sampling diode-bridge gate (Sec. 4-7), a bipolar transistor switch, 10 or a
MOSFET controlled by a gating signal. The MOSFET makes an excellent
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(a)

Fig. 16-35 Sample-and-hold circuit, (a) Schematic, (b) practical.

chopper because its offset voltage when on (~5 /*V) is much smaller than that

of a bipolar junction transistor.

The circuit shown in Fig. 16-35& is one of the simplest practical sample-and-

hold circuits. A negative pulse at the gate of the p-channel MOSFET will

turn the switch on, and the holding capacitor C will charge with a time con-

stant RonC to the instantaneous value of the input voltage. In the absence

of a negative pulse, the switch is turned off and the capacitor is isolated from

any load through the LM 102 op amp. Thus it will hold the voltage impressed

upon it. It is recommended that a capacitor with polycarbonate, poly-

ethylene, or Teflon dielectric be used. Most other capacitors do not retain

the stored voltage, due to a polarization phenomenon 11 which causes the stored

voltage to decrease with a time constant of several seconds. Even if the

polarization phenomenon does not occur, the off current of the switch (~1 nA)

and the bias current of the op amp will flow through C. Since the maximum
input bias current for the LM 102 is 10 nA, it follows that with a 10-pF capaci-

tance the drift rate during the hold period will be less than 1 mV/s.

Two additional factors influence the operation of the circuit: the reaction

time, called aperture time (typically less than 100 ns), which is the delay

between the time that the pulse is applied to the switch and the actual time

the switch closes, and the acquisition time, which is the time it takes for the

capacitor to change from one level of holding voltage to the new value of

input voltage after the switch has closed.

When the hold capacitor is larger than 0.05 pF, an isolation resistor of

approximately 10 K should be included between the capacitor and the + input

of the op amp. This resistor is required to protect the amplifier in case the

output is short-circuited or the power supplies are abruptly shut down while

the capacitor is charged.

16-13 PRECISION AC/DC CONVERTERS 12

If a sinusoid whose peak value is less than the threshold or cutin voltage Vy

(^0.6 V) is applied to the rectifier circuit of Fig. 4-6, we see that the output
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Fig. 16-36 (a) A precision diode, (b) A precision clamp.

is zero for all times. In order to be able to rectify millivolt signals, it is clearly

necessary to reduce Vy . By placing the diode in the feedback loop of an
op amp, the cutin voltage is divided by the open-loop gain A v of the amplifier.

Hence Vy is virtually eliminated and the diode approaches the ideal rectifying

component. If in Fig. 16-36a the input V{ goes positive by at least Vy/A v ,

then v ' exceeds Vy and D conducts. Because of the virtual connection between
the noninverting and inverting inputs (due to the feedback with D on), v0 ~ v { .

Therefore the circuit acts as a voltage follower for positive signals (in excess of

approximately 0.1 m\). When r, swings negatively, D is off and no current
is delivered to the external load except for the small bias current of the LM
101A.

Precision Clamp By modifying the circuit of Fig. 16-36a, as indicated
in Fig. 16-366, an almost ideal clamp (Sec. 4-5) is obtained. If v { < VR ,

then
v' is positive and D conducts. As explained above, under these conditions
the output equals the voltage at the noninverting terminal, or v0 = VR . If

v
* > VR) then

yf ^ negative, D is off, and v0 = Vi. In summary: The output
follows the input for Vi > VR and v0 is clamped to VR if is less than VR by
about 0.1 mV. When D is reverse-biased in Fig. 16-36a or 6, a large differen-

tial voltage may appear between the inputs and the op amp must be able to
withstand this voltage. Also note that when Vj > VRj the input stage satu-
rates because the feedback through D is missing.

Fast Half-wave Rectifier By adding R l and D2 to Fig. 16-366 and
setting VR = 0, we obtain the circuit of Fig. 16-37a. If Vi goes negative, D1
is on, D2 is off, and the circuit behaves as an inverting op amp, so that
v° = ~~ If Vi is positive, D1 is off and D2 is on. Because of the
feedback through D2

}
a virtual ground exists at the input and v0 = 0. If

is a sinusoid, the circuit performs half-wave rectification. Because the ampli-
fier does not saturate, it can provide rectification at frequencies up to 100 kHz.

An equivalent alternative configuration to that in Fig. 16-37a is to ground
the left-hand side of R and to impress at the noninverting terminal. The
half-wave-rectified output now has a peak value of (R + tf')/ R times the
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Fig. 16-37 (a) A half-wave rectifier, (b) A low-pass

filter which can be cascaded with the circuit in (a) to

obtain an average detector.

maximum sinusoidal input voltage. A full-wave system is indicated in Prob.

16-43.

Active Average Detector Consider the circuit of Fig. 16-37a to be

cascaded with the low-pass filter of Fig. 16-376. If is an amplitude-modu-

lated carrier (Fig. 4-27), the RiC filter removes the carrier and v* is proportional

to the average value of the audio signal. In other words, this configuration

represents an average detector.

Active Peak Detector If a capacitor is added at the output of the

precision diode of Fig. 16-36a, a peak detector results. The capacitor in

Fig. 16-38a will hold the output at t = t' to the most positive value attained

by the input prior to t'
}
as indicated in Fig. 16-386. This operation follows

from the fact that if Vi > v0 ,
the op amp output v' is positive, so that D con-

ducts. The capacitor is then charged through D (by the output current of the

amplifier) to the value of the input because the circuit is a voltage follower.

When Vi falls below the capacitor voltage, the op amp output goes negative

Fig. 16-38 (a) A positive peak detector, (b) An arbitrary input

waveform V{ and the corresponding output v0 .
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and the diode becomes reverse-biased. Thus the capacitor gets charged to the
most positive value of the input.

This circuit is a special case of a sample-and-hold circuit, and the capacitor
leakage current considerations given in Sec. 16-12 also apply to this configura-
tion. If the output is loaded, a buffer voltage follower should be used to pre-
vent the load from discharging C. To reset the circuit, a low-leakage switch
such as a MOSFET gate must be placed across the capacitor.

16-14 LOGARITHMIC AMPLIFIERS 12

In Fig, 16-39a there is indicated an op a.mp with the feedback resistor R'
replaced by the diode D 1. This amplifier is used when it is desired to have
the output voltage proportional to the logarithm of the input voltage.

From Eq. (3-9) the volt-ampere diode characteristic is

If = IoitVfl'VT - 1) « I^ViNYr

provided that Vf/r/VT » 1 or If» Hence

Vf = „VT (ln 1/ — In /„) (16-60)

Since If = I, = V,/R due to the virtual ground at the amplifier input, then

Vo = - Vf = -
vVr (\n^ - In (16-61)

We note from Eq. (16-61) that the output voltage V„ is temperature-dependent
due to the scale factor ?jVT and to the saturation current 70 . Both temperature
effects can be reduced by using the circuit of Fig. 16-396, where the diodes 2)1
and D2 are matched, Rr is temperature-dependent, and the constant source I
is independent of T.

R t

Fig. 16-39 (a) Logarithmic amplifier for positive input voltage V,. (b) Tempera-
ture-compensated amplifier.
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We have for this circuit, and using Eq. (16-61),

V = 7/2 + Vo = ,7, ^ln I - In I0 - In ^ + In 7,
it )-

Thus the output voltage V' becomes

T„ Rt + Ri + 72 '
T,7

°
=

-’ F" 1»si

(16-62)

The temperature dependence of is selected to compensate approximately

for the factor y\VT in Eq. (16-62).

Logarithmic Amplifier Using Matched Transistors Instead of two

matched diodes, it is possible to use a matched pair of transistors connected

as in Fig. 16-40a to remove from the expression for V f

0 the factor r\, whose

value normally depends on the current flowing through the diode. In Fig.

16-40a, Q1 is used as the feedback element around the first op amp. If we

neglect VBei — VBei with respect to VCc, and since IB2 « la
,
then

Ic2
Vac

Re
and

Ri -f- R4

Vs

2R,
(16-63)

From Eq. (15-21) it follows that

VBE1 - VBE2 = VT In Ia - Vr In IC2 = VT In^ (16-64)

Since the base of Ql is grounded, the negative of the above voltage appears

at the noninverting terminal of the second operational amplifier, whose gain

is determined by resistors R 1 and R$. Hence

(16-65>

The above transfer function of the amplifier is plotted in Fig. 16-405 for

various operating temperatures. It is seen that the dynamic range extends

over 5 mV to 50 V of input voltage, or SO dB. From Eq. (16-65),

(IV0

d(ln V3)

-0.026 X
43.8

0.52
- 2.20

which is in excellent agreement with the slope obtained from Fig. 16-405.

Antilog Amplifier The amplifiers discussed above give an output V0

proportional to the natural logarithm of the input Vs ,
or

V0 = K ! In K 2Vs (16-66)

Sometimes we desire an output proportional to the autilogarithm (In
-1

)

of the input; that is,

V0 = Kz In- 1 K aVs (16-67)
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Fig. 16-40 (a) Logarithmic amplifier.
(
b

) Transfer characteris-

tic. (Courtesy of Fairchild Semiconductor, Inc.)

The circuit shown in Fig. 16-41 can be used as an antilog amplifier. If

we assume infinite input resistance for A x and A 2 as well as zero differential

input voltage for each operational amplifier, we obtain

v 2 = —V/+V i
= — r?Fr (ln 1/ — In I 0) + ^ Va (16-68)

ill T rt/2

and since F 2 is the negative of the voltage across D2,

V2 = — t?T r(ln 12 — In I0) (16-69)
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D1

Combining Eqs. (16-68) and (16-69) yields

Tr TZ 1
If _ T7 17

* J?! + B, -^ In
j;

- V t n ^ (16-70)

because V0 = I<iR
f

. Finally, from Eq. (16-70) it follows that

Vo = R'lt In- 1
Ri i y

Ri + R 2 vVt)

_

(16-71)

Equation (16-71) is of the form given in Eq. (16-67).

We show in Prob. 16-45 that it is possible to raise the input Vs to an

arbitrary power by combining log and antilog amplifiers.

Logarithmic Multiplier The log and antilog amplifiers can be used for

the multiplication or division of two analog signals Vs i and Fs2 . In Fig. 16-42

Fig. 16-42 Logarithmic multiplier of two analog signals (VQ =

KVS iF82).
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the logarithm of each input is taken, then the two logarithms are added, and
finallj the antilog of the sum yields the product of the two inputs. Thus

and
Vi = Ki In Vs i + Ki In Va2 = K2 In ValVa2

V„ = K2 In- 1 KZ V 1 = K2 In- 1 (K3K2 In ValVa2)

If K3K1 = 1, then

(16-72)

(16-73)

Vo — K2Va2Va2 (16-74)

The input signals can be divided if we subtract the logarithm of V,, from
that of V,2 and then take the antilog. We must point out that the logarithmic
multiplier or divider is useful for unipolar inputs only. This is often called
one-quadrant operation. Other techniques” are available for the accurate
multiplication of two signals.

Differential Amplifier Multiplier From Eqs. (15-24) and (15-23) we
observe that the output voltage of a differential amplifier depends on the
current source I. If Val is applied to one input and Vs2 is used to vary I, as
in Fig. 16-43, the output will be proportional to the product of the two signalsValVa2 . The device AD 530 manufactured by Analog Devices, Inc., is a com-
pletely monolithic multiplier/divider with basic accuracy of 1 percent and
bandwidth of 1 MHz. As a multiplier, the AD 530 has the transfer function
aF/10 and as a divider +10Z/X. The X, Y, and Z input levels are ±10 V
for multiplication and the output is ± 10 V at 5 mA. As a divider, operation
is restricted to two quadrants (where X is negative) only.
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16-15 WAVEFORM GENERATORS 9

The operational amplifier comparator, together with an integrator, can be

used to generate a
J square wave, a pulse, or a triangle waveform, as we now

demonstrate.

Square-wave Generator In Fig. 16-44a, the output v0 is shunted to

ground by two Zener diodes connected back to back and is limited to either

-\-Vz 2 or —Vz i, if Vy « Vz (Fig. 4-11). A fraction/? = Rs/iR* + Rs) of the

output is fed back to the noninverting input terminal. The differential input

voltage Vi is given by

Vi — vc — (3v0 (16-75)

From the transfer characteristic of the comparator given in Fig. 16-33 we see

that if Vi is positive (by at least 1 mV), then v0 = — VZ \ ,
whereas if Vi is nega-

tive (by at least 1 mV), then v0 = +VZ i. Consider an instant of time when

Vi < 0 or vc < $v0 = pV22 . The capacitor C now charges exponentially toward

Vz 2 through the integrating R'C combination. The output remains constant

at VZ 2 until vc equals +(3VZ 2 ,
at which time the comparator output reverses to

— Vz i. Now vc charges exponentially toward —Vz i. The output voltage

v0 and capacitor voltage vc waveforms are shown in Fig. 16-445 for the special

case Vzi = V = Vz- If we let i = 0 when vc = — (3VZ for the first half

cycle, we have

vc (t) = Vz [l - (1 + (3)e^ R
'c

] (16-76)

Fig. 16-44 (a) A square-wave generator. (b

)

Output and capacitor

voltage waveforms.
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Since at l = T 2, vc (t)
= +/3Fz, "*e find T, solving Eq. (16-76), to be given by

T = 2R'C hi (16-77)

Note that T is independent of Vz .

This square-wave generator is particularly useful in the frequency range

10 Hz to 10 kHz. At higher frequencies the delay time of the operational

amplifier as it moves out of saturation, through its linear range, and back to

saturation in the opposite direction, becomes significant. Also, the slew rate

of the operational amplifier limits the slope of the output square wave. The
frequency stability depends mainly upon the Zener-diode stability and the

capacitor, whereas waveform symmetry depends on the matching of the two
Zener diodes. If an unsymmetrical square wave is desired, then VZ i ^ VZ2 .

The circuit will operate in essentially the same manner as described above
if jKi = 0 and the avahuiche diodes are omitted. However, now the amplitude

of the square wave depends upon the power supply voltage (±5.8 V for the

MC 1530, using ±6 V supplies as in Sec. 15-5).

The circuit of Fig. 16-44 is called an astable multivibrator because it has

two quasistable states. The output remains in one of these states for a time

T i and then abruptly changes to the second state for a time T 2 ,
and the cycle

of period T = Ti + T 2 repeats.

Pulse Generator A monostable multivibrator has one stable state and one

quasistable state. The circuit remains in its stable state until a triggering

signal causes a transition to the quasistable state. Then, after a time T, the

circuit returns to its stable state. Hence a single pulse has been generated,

and the circuit is referred to as a one-shot .

The square-wave generator of Fig. 16-44 is modified in Fig. 16-45 to

operate as a monostable multivibrator by adding a diode (Z)l) clamp across C
and by introducing a narrow negative triggering pulse through D2 to the non-

inverting terminal. To see how the circuit operates, assume that it is in its

stable state with the output at v0 = + VZ and the capacitor clamped at

vc = Vi ~ 0.7 V

(the on voltage of D 1 with (3VZ > V y). If the trigger amplitude is greater

than (3VZ — Vi, then it will cause the comparator to switch to an output

v0 = —Vz . The capacitor will now charge through R' toward — VZ because

D 1 becomes reverse biased. When v c becomes more negative than —(3VZ ,
the

comparator output swings back to + Vz . The capacitor now starts charging

toward +VZ through R' until vc reaches V l and C becomes clamped again at

vc = Vi. In Prob. 16-48 we find that the pulse width T is given by

T R'C In
1 + (Fi/Vz )

1 - j9

(16-78)
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X'

Fig. 16-45 (a) Monostable multivibrator, (b) Output and capacitor voltage

waveforms.

If Vz » Vi and R 2 = Rz
}
so that P = i, then T = 0.69 R'C. For short pulse

widths the switching times of the comparator become important and limit the

operation of the circuit. If Ri — 0 and the Zener diodes are omitted, Eq.

(16-78) remains valid with Vz = VCc ~ Vce,b& t (Sec. 15-5).

Triangle-wave Generator We observe from Fig. 16-445 that vc has a

triangular waveshape but that the sides of the triangles are exponentials rather

than straight lines. To linearize the triangles, it is required that C be charged

with a constant current rather than the exponential current supplied through R
in Fig. 16-445. In Fig. 16-46 an op amp integrator is used to supply constant

current to C so that the output is linear. Because of the inversion through the

integrator, this voltage is fed back to the noninverting terminal of the com-

parator in this circuit rather than to the inverting terminal as in Fig. 16-44.

When the comparator has reached either the positive or negative satura-

tion state, the matched Zener diodes will clamp the voltage VA at either + VZ

or —Vz . Let us assume that VA — +VZ at t = t0 . The current flowing into

the integrator is

I+
Rz + Ra

(16-79)

and the integrator output becomes a negative-going ramp, or

Vo(t) = Vo(t0 )
~C fto

^+ ^ =
~Q k) (16-80)

The voltage at pin 3 of the threshold detector is, using superposition,

,

,

_ R$V

z

i_
(Ri + R*)vo(t)

Ri T- R 2 Ra R\ Rz Rb
(16-81)
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C

(a)

Fig. 16-46 (a) Practical triangle-wave generator, (b) Output waveform.

(Courtesy of National Semiconductor Corp.)

When v z (t) goes through zero and becomes negative, the comparator output
changes to the negative-output state and VA = — Vz . At this time, t = th
vz(ti) = 0, or from Eq. (16-81) we find

Vo(tl)
R 5

Ri + R2
Vz (16-82)

The current supplied to the integrator for t2 > t > h is

I- = = - 7+

and the integrator output v0 (t) becomes a positive-going ramp with the same
slope as the negative-going ramp. At a time t 2 ,

when

v0 (U) = + Rs

Rl + Ez (16-83)

the comparator switches again to its positive output and the cycle repeats.
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The frequency of the triangle wave is determined from Eq. (16-80) and
Fig. (16-46) to be given by

/• Ri T- Rv.

3 ~
4(^3 + R 4)R 5C (16-84)

The amplitude can be controlled by the ratio RsVz/(Ri + R 2). The positive

and negative peaks are equal if the Zener diodes are matched. It is possible

to offset the triangle with respect to ground if we connect a dc voltage to the
inverting terminal of the threshold detector or comparator.

The practical circuit shown in Fig. 16-46 makes use of the LH 101 op amp,
which is internally compensated for unity-gain feed-back. This monolithic
integrated op amp has maximum input offset voltage of 5 mV and maximum
input bias current of 500 nA. For symmetry of operation the current into

the integrator should be large with respect to 7biaa ,
and the peak of the output

triangle voltage should be large with respect to the input offset voltage.

The design of monostable and astable generators using discrete com-
ponents is considered in detail in Ref. 3, Chap. 11. One shots constructed
from logic gates are indicated in Prob. 17-57.

16-16 REGENERATIVE COMPARATOR (SCHMITT TRIGGER) 14

As indicated in Fig. 16-33, the transfer characteristic of the MC1530 diff
amp makes the change in output from —5 V to +5 V for a swing of 2 mV
in input voltage. Hence the average slope of this curve or the large-signal

voltage gain A v is A v = 10/2 X 10“ 3 = 5,000. (The incremental gain at the

center of the characteristic is calculated in Sec. 15-5 to be 8,670.) By employ-
ing positive (regenerative) voltage-series feedback, as is done in Figs. 16-44 and
16-45 for the astable and monostable multivibrators, the gain may be increased

greatly. Consequently the total output excursion takes place in a time inter-

val during which the input is changing by much less than 2 mV. Theo-
retically, if the loop gain —/3A V is adjusted to be unity, then the gain with
feedback Ay/ becomes infinite [Eq. (13-4)]. Such an idealized situation results

in an abrupt (zero rise time) transition between the extreme values of output
voltage. If a loop gain in excess of unity is chosen, the output waveform
continues to be virtually discontinuous at the comparison voltage. However,
the circuit now exhibits a phenomenon called hysteresis

,
or backlash

}
which is

explained below.

The regenerative comparator of Fig. 16-47a is commonly referred to as a

Schmitt trigger (after the inventor of a vacuum-tube version of this circuit) . The
input voltage is applied to the inverting terminal 2 and the feedback voltage

to the noninverting terminal 1. The feedback factor is /3 = R 2/(Ri + R*).

For R 2 — 100 ft, Ri = 10 K, and A v = —5,000, the loop gain is

-f3A v = 0.1 X yjy = 49.5 » 1
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+ Va almost instantaneously. The complete transfer function is indicated in

Fig. 16-47c, where the shaded portions may be traversed in either direction,

but the solid segments can only be obtained if Vi varies as indicated by the

arrows. Note that because of the hysteresis, the circuit triggers at a higher

voltage for increasing than for decreasing signals.

We note above that transfer gain increases from 5,000 toward infinity as

the loop gain increases from zero to unity, and that there is no hysteresis as

long as —0

A

v < 1. However, adjusting the gain precisely to unity is not
feasible. The diff amp parameters and, hence the gain A V} are variable

over the signal excursion. Hence an adjustment which ensures that the maxi-
mum loop gain is unity would result in voltage ranges where this amplification

is less than unity, with a consequent loss in speed of response of the circuit.

Furthermore, the circuit may not be stable enough to maintain a loop gain of

precisely unity for a long period of time without frequent readjustment. In
practice, therefore, a loop gain in excess of unity is chosen and a small amount
of hysteresis is tolerated. In most cases a small value of VH is not a matter
of concern. In other applications a large backlash range will not allow the

circuit to function properly. Thus if the peak-to-peak signal were smaller

than VH ,
then the Schmitt circuit, having responded at a threshold voltage

by a transition in one direction, would never reset itself. In other words, once
the output has jumped to, say, V0 ,

it would remain at this level and never
return to — V0 .

The most important use made of the Schmitt trigger is to convert a very
slowly varying input voltage into an output having an abrupt (almost dis-

continuous) waveform, occurring at a precise value of input voltage. This
regenerative comparator may be used in all the applications listed in Sec.

16-11. For example, the use of the Schmitt trigger as a squaring circuit is

illustrated in Fig. 16-48. The input signal is arbitrary except that it has a

large enough excursion to carry the input beyond the limits of the hysteresis

range VH . The output is a square wave as shown, the amplitude of which is

independent of the peak-to-peak value of the input waveform. The output
has much faster leading and trailing edges than does the input.

The design of a Schmitt trigger from discrete components is explained in

detail in Ref. 3, Secs. 10-11 and 10-13.

Fig. 16-48 Response of the Schmitt trigger

to an arbitrary input signal.

t
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16-17 EMITTER-COUPLED LOGIC (ECL) 15

The transfer characteristic of the difference amplifier is discussed in Sec. 15-4.

We find that the emitter current remains essentially constant and that this

current is switched from one transistor to the other as the signal at the input
transistor varies from about 0.1 V below to 0.1 V above the reference voltage
VBb at the base qf the second transistor (Fig. 15-9). Except for a very narrow
range of input voltage the output voltage takes on only one of two possible

values and, hence, behaves as a binary circuit. Hence the diff amf, which
is considered in detail in this chapter on analog systems, is also important as a

digital device. A logic family based upon this basic building block is called

emitter-coupled logic (ECL) or current-mode logic (CML). Since in the diff
amp clipper or comparator neither transistor is allowed to go into saturation,

the ECL is the fastest of all logic families (Table 6-5)
;
a propagation delay

time as low as 1 ns per gate is possible. The high speed (and high fan out)

attainable with ECL is offset by the increased power dissipation per gate
relative to that of the saturating logic families.

A 2-input or (and also nor) gate is drawn in Fig. 16-49a. This circuit

is obtained from Fig. 15-6 by using two transistors in parallel at the input.

Consider positive logic. If both A and B are low, then neither Ql nor Q2
conducts whereas Q3 is in its active region. Under these circumstances Y is

low and Y' is high. If either A or B is high, then the emitter current switches
to the input transistor the base of which is high, and the collector current of

Q3 drops approximately to zero. Hence Y goes high and Y' drops in voltage.

Note that or logic is performed at the output Y and nor logic at F', so that
Y' = Y. The logic symbol for such an or gate with both true and false

outputs is indicated in Fig. 16-495. The availability of complementary out-

Fig. 16-49 (a) diff amp converted into a 2-input emitter-

coupled logic circuit, (b) The symbol for a 2-input

or/nor gate.
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V'cc-O

Fig. 16-50 A 3-input ECL or/nor gate, with no de-level shift between input and out-

put voltages.

puts is clearly an advantage to the logic design engineer since it avoids the

necessity of adding gates simply as inverters.

One of the difficulties with ECL topology of Fig. 16-49a is that the 7(0)

and 7(1) levels at the outputs differ from those at the inputs. Hence emitter

followers Q5 and Q6 are used at the outputs to provide the proper dc-level

shifts. The basic Motorola ECL 3-input gate is shown in Fig. 16-50. The

reference voltage — VBb is obtained from a temperature-compensated network

(not indicated). The quantitative operation of the gate is given in the follow-

ing illustrative problem.

EXAMPLE (a) What are the logic levels at output Y of the ECL gate of Fig.

16-50? Assume a drop of 0.7 V between base and emitter of a conducting tran-

sistor. (b) Calculate the noise margins, (c) Verify that a conducting transistor

is in its active region (not in saturation). (d ) Calculate R so that the logic levels

at Y‘ are the complements of those at Y. (e) Find the average power dissipated

by the gate.

Solution (a) If all inputs are low, then assume transistors Ql
} Q 2, and Q3 are

cut off and Q4 is conducting. The voltage at the common emitter is

VE = -1.15 - 0.7 = —1.85 V

The current I in the 1.18-K resistance is

-1.85 + 5.20 = 2.84 mA
1.18
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Neglecting the base current compared with the emitter current, I is the current
in the 300-fi resistance and the output voltage at F is

Vy = -0.3/ - Fbb 5 = -(0.3) (2.84) - 0.7 = -1.55 V = F(0)

If all inputs are at F(0) = -1.55 V and VE = -1.85 V, then the base-to-
emitter voltage of an input transistor is

Vbe = -1.55 + 1.85 = 0.30 V

Since the cutin voltage is FBB,Mlln = 0.5 V (Table 5-1), then the input transistors
are nonconducting, as was assumed above.

If at least one input is high, then assume that the current in the 1.18-K resis-
tance is switched to R, and Q4 is cut off. The drop in the 300-0 resistance is
then zero. Since the base and collector of Q5 are effectively tied together,
Q5 now behaves as a diode. Assuming 0.7 V across Q5 as a first approximation’
the diode current is (5.20 - 0.7)/1.5 = 3.0 mA. From Fig. 7-1 9a the diode
voltage for 3.0 mA is 0.75 V. Hence

vY = -0.75 V = 7(1)

If one input is at -0.75 V, then VE = -0.75 - 0.7 = -1.45 V, and

VBE4 = -1.15 + 1.45 = 0.30 V

which verifies the assumption that Q4 is cutoff; since Fus lCUtin = 0.5 V.
Note that the total output swing between the two logic levels is only 1.55 —

0.75 = 0.80 V (800 mV). This voltage is much smaller than the value (in excess
of 4 V) obtained with a DTL or TTL gate.

(6) If all inputs are at 7(0), then the calculation in part (a) shows that an
input transistor is within 0.50 - 0.30 = 0.20 V of cutin. Hence a positive noise
spike of 0.20 V will cause the gate to malfunction.

If one input is at 7(1), then we find in part (a) that Vbe* = 0.30 V. Hence
a negative noise spike at the input of 0.20 V drops VE by the same amount and
brings VBE4 to 0.5 V, or to the edge of conduction. Note that the noise margins
are quite small (±200 mV).

(c) From part (a) we have that, when Q4 is conducting, its collector voltage
with respect to ground is the drop in the 300-ft resistance, or Va = -(0.3) (2.84) =
— 0.85 V. Hence the collector junction voltage is

Vcba = VC4 - V B4 = -0.85 + 1.15 = +0.30 V

For an n-p-n transistor this represents a reverse bias, and Q4 must be in its active
region.

If any input, say A, is at F(l) = -0.75 V = VB1
,
then Ql is conducting

and the output Y' = Y = 7(0) = -1.55 V. The collector of Ql is more positive
than 7(0) by Vbeg, or

Vc\ = -1.55 + 0.7 = -0.85 V
and

Vcbi — Vci — Vbi = —0.85 + 0.75 = —0.10 V
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For an n-p-n transistor this represents a forward bias, but one whose magnitude is

less than the cutin voltage of 0.5 V. Therefore Ql is not in saturation; it is in its

active region.

(d) If input A is at V(l), then Ql conducts and Q4 is off. Then

VE = F(l) - y* £1 = -0.75 - 0.7 = -1.45 V

y, + y„ . -1.45 + 5.20 _ 317mA
1.18 1.18

In part (c) we find that, if Y' = Y, then V C i
= —0.85 V. This value represents

the drop across R if we neglect the base current of Ql. Hence

n
R =^ = 0.27 K = 270 ft

3.17

This value of R ensures that, if an input is y (1 ) ,
then Y f = y(0). If all inputs

are at y(0) = —1.55 V, then the current through R is zero and the output is

—0.75 V = y(l), independent of R.

Note that, if I had remained constant as the input changed state (true

current-mode switching), then R would be identical to the collector resistance

(300 ft) of Q4 . The above calculation shows that R is slightly smaller than this

value.

(e) If the input is low, I = 2.84 mA (part a), whereas if the input is high,

I = 3.17 mA (part d). The average I is
-

5- (2.84 + 3.17) = 3.00 mA. Since

7 (0 )
= —0.75 V and y(l) = —1.55 V, the currents in the two emitter followers

are

5.20 - 0.75

1.50
2.96 mA and

5.20 - 1.55

1.50
= 2.40 mA

The total power supply current drain is 3.00 + 2.96 + 2.40 = 8.36 mA and the

power dissipation is (5.20) (8.36) = 43.5 mW.

Note that the current drain from the power supply varies very little as

the input switches from one state to the other. Hence power line spikes (of

the type discussed in Sec. 6-12 for TTL gates) are virtually nonexistent.

The input resistance can be considered infinite if all inputs are low so

that all input transistors are cut off. If an input is high, then Q4 is off,

and the input resistance corresponds to a transistor with an emitter resistor

R e = 1.18 K, and from Eq. (8-55) a reasonable estimate is Ri ^ 100 K. The

Fig. 16-51 An implied-oR connection at the

output of two ECL gates.
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output resistance is that of an emitter-follower (or a diode) and a reasonable
value is Ra « 15 ft.

If the outputs of two or more ECL gates are tied together as in Fig. 16-51,
then wired-OR logic (Sec. 6-10) is obtained (Prob. 16-53). Open-emitter gates
are available for use in this application.

Summary The principal characteristics of the ECL gate are summarized
below:

Advantages

1. Since the transistors do not saturate, then the highest speed of any
logic family is available.

2. Since the input resistance is very high and the output resistance is very
low, a large fan out is possible.

3. Complementary outputs are available.

4. Current switching spikes are not present in the power supply leads.
5. Outputs can be tied together to give the implied-OR function.
6. There is little degradation of parameters with variations in temperature.
7. The number of functions available is high.

8. Easy data transmission over long distances by means of balanced
twisted-pair 50-ft lines is possible. 15

Disadvantages

1. A small voltage difference (800 mV) exists between the two logic levels
and the noise margin is only ± 200 mV.

2. The power dissipation is high relative to the other logic families.

3. Level shifters are required for interfacing with other families.

4. The gate is slowed down by heavy capacitive loading.
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REVIEW QUESTIONS

16-1 Indicate an op amp connected as (a) an inverter
, (b) a scale changer

,
(c) a

phase shifter
,
and {d) an adder.

1 6-2 Draw the circuit of a voltage-to-current converter if the load is (a) floating and

(6) grounded.

16-3 Draw the circuit of a current-to-voltage converter. Explain its operation.

16-4 Draw the circuit of a dc voltage follower and explain its operation.

1 6-5 Draw the circuit of a dc differential amplifier having (a) low input resistance

and (b) high input resistance.

16-6 Draw the circuit of an ac voltage follower having very high input resistance.

Explain its operation.

16-7 Draw the circuit of an op amp integrator and indicate how to apply the

initial condition. Explain its operation.

16-8 Sketch the idealized characteristics for the following filter types: (a) low-

pass, (b) high-pass, (c) bandpass, and (d) band-rejection.

1 6-9 Draw the prototype for a low-pass active-filter section of (a) first order, (b)

second order, and (c) third order.

16-10 (a) Obtain the frequency response of an RLC circuit in terms of o>0 and Q .

(6) Verify that the bandwidth is given by /0/Q. (c) What is meant by an active

resonant bandpass filter?
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1 6-1 1 (a) A signal V, is applied to the inverting terminal (2) of an op amp through
Zi and to the noninverting terminal (1) through Z2 . From (1) to ground is an imped-
ance Z 3 ,

and between (2) and the output is Zt . Derive the expression for the gain.

(6) How should Zi, Z 2 ,
Z3 ,

and Zt be chosen so that the circuit behaves as a delay
equalizer

f

16-12 (o) Sketch the basic building block for an IC tuned amplifier. (6)
Explain how automatic gain control (AGO) is obtained, (c) Why does AGO not
cause detuning?

16-13 Define the y-parameters (o) by equations and (6) in words, (c) For a
cascode circuit which ^/-parameter is negligible?

16-14 Draw the circuit of an amplitude modulator and explain its operation.
16-15 (a) Draw the circuit of an IC video amplifier with AGO. (6) Sketch the

small-signal model.

16-16 (a) What does an IC comparator consist of? (6) Sketch the transfer
characteristic and indicate typical voltage values.

16-17 Sketch the circuit for converting a sinusoid (a) into a square wave and (6)
into a series of positive pulses, one per cycle.

16-18 Explain how to measure the phase difference between two sinusoids.
16-19 Sketch a sample-and-hold circuit and explain its operation.
16-20 Sketch the circuit of a precision (a) diode and (6) clamp and explain their

operation.

16-21 (a) Sketch the circuit of a fast half-wave rectifier and explain its operation.

(6) How is this circuit converted into an average detector?

16-22 Sketch the circuit of a peak detector and explain its operation.
16-23 (a) Sketch the circuit of a logarithmic amplifier using one op amp and

explain its operation. (b) More complicated logarithmic amplifiers are given in Sec.
1 (>-14. What purpose is served by these circuits?

16-24 In schematic form indicate how to multiply two analog voltages with log-
antilog amplifiers.

16-25 Explain how to multiply two analog voltages using a diff amp.
16-26 (a) Draw the circuit of a square-wave generator using an op amp. (6)

Explain its operation by drawing the capacitor voltage waveform, (c) Derive the
expression for the period of a symmetrical waveform.

16-27 (a) Draw the circuit of a pulse generator (a monostable multivibrator)
using an op amp. (6) Explain its operation by referring to the capacitor waveform.

16-28 (a) Draw the circuit of a triangle generator using a comparator and an
integrator.

(b) Explain its operation by referring to the output waveform, (c) What
is the peak amplitude?

16-29 (a) Sketch a regenerative comparator system and explain its operation.
(6) What parameters determine the loop gain? (c) What parameters determine the
hysteresis? (id) Sketch the transfer characteristic and indicate the hysteresis.

16-30 (a) Sketch a 2-input or (and also nor) ECL gate. (6) What parameters
determine the noise margin? (c) Why are the two collector resistors unequal? (d)

Explain why power line spikes are virtually nonexistent.
16-31 List and discuss at least four advantages and four disadvantages of the

ECL gate.



/ INTEGRATED CIRCUITS AS

DIGITAL SYSTEM BUILDING

BLOCKS

A digital system is constructed from very few types of basic network

configurations, these elementary types being used over and over again

in various topological combinations. As emphasized in Sec. 6-9, it is

possible to perform all logic operations with a single type of circuit

(for example, a nand gate). A digital system must store binary num-

bers in addition to performing logic. To take care of this require-

ment, a memory cell, called a flip-flop, is introduced in this chapter.

Theoretically, any digital system can be constructed entirely from

nand gates and flip-flops. Some functions (such as binary addition)

are present in many systems, and hence the combination of gates

and/or flip-flops required to perform this function is available on

a single chip. These integrated circuits form the practical (commer-

cially available) basic building blocks for a digital system. The num-

ber of such different ICs is not large, and these blocks are discussed in

this chapter. These chips perform the following functions: binary

addition, decoding (demultiplexing), data selection (multiplexing),

counting, storage of binary information (memories and registers),

digital-to-analog (D/A) and analog-to-digital (A/D) conversion, and

a few other related operations. These logic building blocks are

treated as single components. Large-scale integration of MOSFETs
for the storage and conversion of considerable information is also

considered.

The topics in this chapter fall into four major divisions:

I. Combinational digital systems

II. Sequential digital systems

III. MOS/LSI digital systems

IV. D/A and A/D systems

593
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/. COMBINATIONAL DIGITAL SYSTEMS

17-1 STANDARD GATE ASSEMBLIES 1

Since the fundamental gates are used in large numbers even in a relatively
simple digital system, they are not packaged individually; rather, several
gates are constructed within a single chip. The following list of standard
digital IC gates is typical, but far from exhaustive:

Quad two-input nand
Triple three-input nand
Dual four-input nand
Single eight-input nand

Quad two-input nor
Quad two-input and
Hex inverter buffer

Dual two-wide, two-input AOI

These combinations are available in most logic families (TTL, DTL, etc.)

listed in Sec. 6-15. The limitation on the number of gates per chip is usually
set by the number of pins available. The most common packages are the

flat pack and the dual-in-line (plastic package, type N, or ceramic package,
type J), each of which has fourteen leads, seven brought out to each side of
the IC. The dimensions of the assembly, which is much larger than the chip
size, are approximately 0.8 by 0.3 by 0.2 in. A schematic of the triple three-
input nand is shown in Fig. 17-la. Note that there are 3 X 3 = 9 input
leads, 3 output leads, a power-supply lead, and a ground lead; a total of

14 leads are used.

In Fig. 17-15 is indicated the dual two-wide, two-input AOI (Sec. 6-13).

This combination needs 4 input leads and 1 output lead per AOI, or 10 for

the dual array. If 1 power-supply lead and 1 ground lead are added, we see

that 12 of the 14 available pins are used.

frn in 2 n
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< b
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Fig. 17-1 The lead connections (top view) of (a) the Tl 7410

triple three-input nand and (b) the Tl 7451 dual two-wide, two-

input AOI gate.
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Fig. 17-2 The circuit configuration for a TTL and-or-invert

gate.

The circuit diagram for this AOI gate is given in Fig. 17-2, implemented

in TTL logic. The operation of this network should be clear from the dis-

cussion in Chap. 6. Thus Ql and the input to Q2 (corresponding to the

similarly numbered transistors of Fig. 6-27) constitute an and gate. The

identical arrangement of Q5 and Q6 constitutes a second and gate. Since

the collectors of Q2 and Q6 are tied together at P, the output at this node

corresponds to either the inputs © and © or © and ©. Also, because of the

inversion through a transistor, the not operation is performed at P. The

result is and-or-invert (AOI) logic (AB + CD). Finally, note that Q3, DO,

and Q4 are the totem-pole output stage of Fig. 6-28.

An alternative way of analyzing the circuit of Fig. 17-2 is to consider Ql

and Q2 (with the output at P) to constitute a nand circuit. Similarly, Q5

and Q6 form a second nand gate. The outputs of these two nand configu-

rations are shorted together by the lead connecting the collectors of Q2 and Q6

to form a wired-AND (Sec. 6-13). Hence the output at P is, using De Morgan's

law Eq. (6-27)

(AB)(CD) = AB + CD

which confirms that AOI logic is performed.

Some of the more complicated functions to be described in this chapter

require in excess of 14 pins, and these ICs are packaged with either 16 or

24 leads. The latter has the dimensions 1.3 by 0.6 by 0.2 in.

The standard combinations considered in this section are examples of

small-scale integration (SSI). Less than about 12 gates on a chip is con-

sidered SSI. The flip-flops discussed in Sec. 17-9 are also SSI packages.
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Most other functions (using BJTs) discussed in this chapter are examples of
medium-scale integration (MSI), defined to have more than 12, but less than
100, gates per chip. The BJT memories of Sec. 17-1S and the MOSFET
arrays of Sec. 17-17 may contain in excess of 100 gates and are defined as
large-scale integration (LSI) (Sec. 7-12).

17-2 BINARY ADDERS 2

A digital computer must obviously contain circuits which will perform arith-
metic operations, i.e., addition, subtraction, multiplication, and division. The
basic operations are addition and subtraction, since multiplication is essen-
tially repeated addition, and division is essentially repeated subtraction. It is

entirely possible to build a computer in which an adder is the only arith-
metic unit present. Multiplication, for example, may then be performed by
programming; i.e., the computer may be given instructions telling it how to
use the adder repeatedly to find the product of two numbers.

Suppose we wish to sum two numbers in decimal arithmetic and obtain,
say, the hundreds digit. We must add together not only the hundreds digit

of each number but also a carry from the tens digit (if one exists). Similarly,

in binary arithmetic we must add not only the digit of like significance of the
two numbers to be summed, but also the carry bit (should one be present)
of the next lower significant digit. This operation may be carried out in two
steps: first, add the two bits corresponding to the 2" digit, and then add the
resultant to the carry from the 2“-' digit. A two-input adder is called a half
adder

,
because to complete an addition requires two such half adders.

We shall first show how a half adder is constructed from the basic logic

gates and then indicate how the full, or complete, adder is assembled. A half
adder has two inputs—

A

and B—representing the bits to be added, and two
outputs—D (for the digit of the same significance as A and B represent) and
C (for the carry bit).

Half Adder The symbol for a half adder is given in Fig. 17-3a, and the
truth table in Fig. 17-36. Note that the D column gives the sum of A and B
as long as the sum can be represented by a single digit. When, however,
the sum is larger than can be represented by a single digit, then D gives the
digit in the result which is of the same significance as the individual digits
being added. Thus, in the first three rows of the truth table, D gives the
sum of A and B directly. Since the decimal equation “1 plus 1 equals 2” is

written in binary form as “01 plus 01 equals 10,” then in the last row D = 0.

Because a 1 must now be carried to the place of next higher significance, C = 1.

From Fig. 17-36 we see that D obeys the exclusive-or function and C
follows the logic of an and gate. These functions are indicated in Fig. 17-3c,
and may be implemented in many different ways with the circuitry discussed
iu Chap. G. For example, the exclusive-or gate can be constructed with
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Fig. 17-3 (a) The symbol for a half adder; (b) the truth table for the

digit D and the carry C; (c) the implementation for D with an exclu-

sive-or gate and for C with an and gate.

any of the four topologies of Sec. 6-8 and in any of the logic families in Table

6-5. The configuration in Fig. 6-156 (Y = AB + BA) is implemented in

TTL logic with the AOI circuit of Fig. 17-2. The inverter for B (or A) is a

single-input nand gate. Since Y has an and-or (rather than an and-or-

invert) topology, a transistor inverter is placed between node P and the

base of Q4 of Fig. 17-2.

Parallel Operation Two multidigit numbers may be added serially (one

column at a time) or in parallel (all columns simultaneously). Consider par-

allel operation first. For an N-digit binary number there are (in addition to

a common ground) N signal leads in the computer for each number. The nth

line for number A (or B) is excited by A n (or £?n), the bit for the 2 n digit

(n = 0, 1, . . . ,
N — 1). A parallel binary adder is indicated in Fig. 17-4.

Each digit except the least-significant one (2°) requires a complete adder con-

sisting of two half adders in cascade. The sum digit for the 2° bit is S 0 = D 0

Fig. 17-4 A parallel binary adder consisting of half adders.
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Fig. 17-5 (a) The symbol for a full adder, (b) A 4-bit parallel

binary adder constructed from cascaded full adders.

of a half adder because there is no carry to be added to A 0 plus B0 . The sum
Sn (

n

^ 0) of A n plus Bn is made in two steps. First the digit Dn is obtained
from one half adder, and then Dn is summed with the carry Cn-i which may
have resulted from the next lower place. As an example, consider n = 2 in
Fig. 17-4. There the carry bit Ci may be the result of the direct sum of A x

plus Bi if each of these is 1. This first carry is called Cn in Fig. 17-4. A
second possibility is that A i = 1 and Bi = 0 (or vice versa), so that Z)i = 1,
but that there is a carry C 0 from the next lower significant bit. The sum of
T>i = 1 and C0 = 1 gives rise to the carry bit designated Cn. It should be
clear that Cn and Cn cannot both be 1, although they will both be 0 if A x = 0
and Bi = 0. Since either Cn or Cn must be transmitted to the next stage, an
or gate must be interposed between stages, as indicated in Fig. 17-4.

Full Adder In integrated circuit implementation, addition is performed
using a complete adder, which (for reasons of economy of components) is not
constructed from two half adders. The symbol for the nth full adder (FA)
is indicated in Fig. 17-5a. The circuit has three inputs: the addend A„, the
augend Bn,

and the input carry Cn_i (from the next lower bit). The outputs
are the sum Sn (sometimes designated 2„) and the output carry C„. A par-
allel 4-bit adder is indicated in Fig. 17-56. Since FAO represents the least
significant bit (LSB), it has no input carry; there is no preceding stage.

_

The circuitry within the block FA may be determined from Fig. 17-6a,
which is the truth table for adding 3 binary bits. From this table we can
verify that the Boolean expressions for S„ and Cn are given by

S„ = A nBnCn- 1 + A nBnCn- 1 + A nBnC„-1 + A nBnC„- 1 (17-1)

Cn = AnBnCn- 1 + A nBnCn- 1 + A nBnCn- 1 + A nBnCn- 1 (17-2)

Note that the first term of S„ corresponds to line 1 of the table, the second
term to line 2, the third term to line 4, and the last term to line 7. (These
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Inputs Outputs

Fig. 17-6 Truth table for a three-input adder.

are the only rows where Sn = 1.) Similarly, the first term of Cn corresponds

to the line 3 (where Cn = 1), the second term to the line 5, etc.

The and operation ABC is sometimes called the product of A and B and C.

Also, the or operation + is referred to as summation. Hence expressions such

as those in Eqs. (17-1) and (17-2) represent a Boolean sum of products. Such

an equation is said to be in a standard, or canonical, form, and each term in

the equation is called a minterm. A minterm contains the product of all

Boolean variables, or their complements.

The expression for Cn can be simplified considerably as follows: Since

y + Y + Y = Y, then Eq. (17-2), with Y = A nBnCn- 1 ,
becomes

Cn = (A nBnCn-

1

+ AnBnC„- 1) + (A„B nCn-

1

+ A nBnCn- 1)

+ (AnBnCn- 1 + A nBnCn-1) (17-3)

Since X + X = 1 where X = A n for the first parentheses, X = Bn for the

second parentheses, and X = Cn- 1 for the third parentheses, then Eq. (17-3)

reduces to

Cn = BnC'n-l + Cn—lAn + A„Bn (17-4)

This expression could have been written down directly from the truth table of

Fig. 17-6 by noting that C„ = 1 if and only if at least two out of the three

inputs is 1.

It is interesting to note that if all Is are changed to Os and all Os to Is,

then lines 0 and 7 are interchanged, as are 1 and 6, 2 and 5, and also 3 and 4.

Because this switching of Is and Os leaves the truth table unchanged, what-

ever logic is represented by Fig. 17-6 is equally valid if all inputs and outputs

are complemented. Therefore Eq. (17-4) is true if all variables are negated, or

Cn = BnCn- 1 + C„-lA„ + A nBn (17-5)

This same result is obtained (Prob. 17-5) by Boolean manipulation of Eq.

(17-4).

By evaluating Dn = (A„ + Bn + Cn-i)Cn and comparing the result with

Eq. (17-1), we find that S„ = Dn + A nBnCn-1 ,
or

Sn = A nCn + BnCn + + A nBnCn-

1

(17-6)
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Equations (17-4) and (17-6) are implemented in Fig. 17-7 using AOI gates of
the type shown in Fig. 17-2.

MSI Adders There are commercially available 1-bit, 2-bit, and 4-bit
lull adders, each in one package. In Fig. 17-S is indicated the logic topology
for 2-bit addition. The inputs to the first stage are A 0 and Ai; the input
marked C_i is grounded. The output is the sum S 0 . The carry C 0 is con-
nected internally and is not brought to an output pin. This 2° stage (LSB)
is identical with that in Fig. 17-7 with n = 0. The abbreviation LSB means
least significant bit, as indicated in Fig. 17-S.

Since the carry from the first stage is C 0 ,
it should be negated before it

is fed to the 2 1 stage. However, the delay introduced by this inversion is

undesirable, because the limitation upon the maximum speed of operation is

the propagation delay (Sec. 6-15) of the carry through all the bits in the adder.
The NOT-gate delay is eliminated completely in the carry by connecting C0

directly to the following stage and by complementing the inputs A x and Si
before feeding these to this stage. This latter method is used in Fig. 17-8.

Note that now the outputs Si and C i are obtained directly without requiring
inverters. The logic followed by this second stage for the carry is given by
Eq. (17-5), and for the sum by the modified form of Eq. (17-6), where each
symbol is replaced by its complement.

In a 4-bit adder Ci is not brought out but is internally connected to the
third stage, which is identical with the first stage. Similarly, the fourth and

A n Bn Cn _ i

Fig. 17-7 Block-diagram imple-

mentation of the nth stage of a full

adder.
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second stages have identical logic topologies. A 4-bit adder requires a 16-pin

package: 8 inputs, 4 sum outputs, a carry output, a carry input, the power-

supply input, and ground. The carry input is needed only if two arithmetic

units are cascaded; for example, cascading a 2-bit with a 4-bit adder gives the

sum of two 6-bit numbers. If the 2-bit unit is used for the 2 4 and 2 5 digits,

then 4 must be added to all the subscripts in Fig. 17-8. For example, C_ i is

now called Cz and is obtained from the output carry of the 4-bit adder.

The MSI chip (TI 74LS83f) for a 4-bit binary full adder contains some-

what over 200 components (resistors, diodes, or transistors). For high-speed,

f The specific designations given in this chapter refer to Texas Instrument units .

1

However, equivalent units are available from other vendors, such as Fairchild Semicon-

ductor, Motorola, Inc., National Semiconductor, RCA, Signetics, etc.
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LSB
f

LSB
1

2° 2
1

2 2
23

2 4
Binaryj Decimal

(a) = 01101 =13 = B

(b) rui IIII00II1=

1

(0 = 11000 = 24 = Sum

(d) _n = 00010 = 2 = Difference

Time —>-

Fig. 17-9 (a,b) Pulse waveforms representing numbers B
and A; (c,d) waveforms representing sum and difference.

(LSB = least significant bit.)

low-power operation, Schottky transistors and diodes (Sec. 7-13) are used in
each AOI block of Fig. 17-2, and each gate output contains a Darlington pair
(Fig. 6-28c). The not circuit for <S>o is simply a transistor inverter placed
between node P and the base of Q4 of Fig. 17-2. The not circuit for invert-
ing A i (or B i) is a single-input nand gate. The propagation delay time of
the carry from Co to C4 is typically 50 ns, and the power dissipation is 75 mW.

Serial Operation In a serial adder the inputs A and B are synchronous
pulse trains on two lines in the computer. Figure 17-9& and b shows typical
pulse trains representing, respectively, the decimal numbers 13 and 11 . Pulse
trains representing the sum (24) and difference (2) are shown in Fig. 17-9c and
d, respectively. A serial adder is a device which will take as inputs the two
waveforms of Fig. 17-9a and b and deliver the output waveform in Fig. 17-9c.
Similarly, a subtractor (Sec. 17-3) will yield the output shown in Fig.. 17-9d.

We have already emphasized that the sum of two multidigit numbers
may be formed by adding to the sum of the digits of like significance the carry
(if any) which may have resulted from the next lower place. With respect to
the pulse trains of Fig. 17-9, the above statement is equivalent to saying that,
at any instant of time, we must add (in binary form) to the pulses A and B
the carry pulse (if any) which comes from the resultant formed one period T
earlier. The logic outlined above is performed by the full-adder circuit of
Fig. 17-10. This circuit differs from the configuration in the parallel adder
of Fig. 17-5 by the inclusion of a time delay TD which is equal to the time T
between pulses. Hence the carry pulse is delayed a time T and added to the
digit pulses in A and B, exactly as it should be.

A comparison of Figs. 17-5 and 17-10 indicates that parallel addition is
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Fig. 17-10 A serial binary full adder.

B n Cn _ 1

o —

FA

5„

1 TD 1

faster than serial because all digits are added simultaneously in the former,

but in sequence in the latter. However, whereas only one full adder is needed

for serial arithmetic, we must use a full adder for each bit in parallel addition.

Hence parallel addition is much more expensive than serial operation.

The time delay unit TD is a type D flip-flop, and the serial numbers

A nj Bn) and Sn are stored in shift registers (Secs. 17-10 and 17-11).

17-3 ARITHMETIC FUNCTIONS

In this section other arithmetic units besides the adder are discussed. These

include the subtractor
,
the digital comparator

,
the parity checker

,
etc.

True/Complement, Zero/One Element It is sometimes required to select

either a bit A or its complement A by means of control signals. It may also

be desired to obtain an output which is either 0 or 1, independently of the

value of A. To take care of these four possibilities requires a 2-bit signal, or

code. In Fig. 17-1 la the control code is applied to lines L and M. It is not

difficult to verify (Prob. 17-5) that this logic block diagram satisfies the truth

table in Fig. 17-116. An MSI chip with four such networks is available in a

single package (TI 74H87).

Fig. 17-11 (a) A 1 -bit true/complement, zero/one logic diagram,

(b) The truth table.
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Binary Subtraction 2 The process of subtraction (

B

minus A) is equiv-
alent to addition if the complement A of the subtrahend is used. To justify

this statement consider the following argument (applied specifically to a 4-bit

number). The not function changes a 1 to a 0, and vice versa. Thereforef

A plus A = 1111

and

A plus A plus 1 = 1111 plus 0001 = 10000

so that

A = 10000 minus A minus 1

Finally,

B minus A = (B plus A plus 1) minus 10000 (17-7)

This equation indicates that to subtract a 4-bit number A from a 4-bit. number
B it is only required to add B, A, and 1 (a 2° bit). The operation B minus A
must yield a 4-bit answer. The term “minus 10000” in Eq. (17-7) infers that
the addition (B plus A plus 1) results in a fifth bit, which must be ignored.

EXAMPLE Verify Eq. (17-7) for B = 1100 and A = 1001 (decimal 12 and 9).

Solution

B plus A plus 1 = 1100 plus 0110 plus 0001 = 10011

The four (less significant) bits 0011 represent decimal 3 and the fifth bit 1 is a
generated carry. Since, in decimal notation, B minus A = 12 - 9 = 3, then the
correct answer is obtained by evaluating the sum in the parenthesis of Eq. (17-7),

provided that the carry is ignored.

In Eq. (17-7) the 1 in 10000 is the output carry C 3 = 1 from the 4-bit

adder, and may be used to supply the 1 which must be added to A. This
bit is called the end-around carry (EAC) because this carry out is fed back to the
carry input C_i (Fig. 17-8) of the least significant bit of A. This process of

subtraction by means of an adder is indicated schematically in Fig. 17-12a.
A more detailed diagram of an adder-subtractor is given in Fig. 17-12&. The
true/complement unit determines whether addition or subtraction is performed;
if M = 0, the system subtracts, because the input A is complemented (Fig.

17-116), whereas if M = 1, the system adds. If addition is to be carried out,
the EAC loop must be opened, and this logic is accomplished with the and
circuit whose inputs are C3 and M.

The Is complement method of subtraction just described is valid only if

B is greater than A, so that a positive difference results and a carry is generated

t To avoid confusion with the or operation, the word plus (minus) is used in place of

+ ( — ) in the following equations.
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(a) ( b

)

Fig. 17-12 (a) A simplified sketch of a 4-bit adder used as a subtrac-

tor. (b) More detailed block diagram of a system which adds if

M = 1 and subtracts if M ~ 0.

from (

B

plus A plus 1). If B is less than A, then the most significant bit

(MSB) of B (which differs from the corresponding bit of A) is 0 and that of A
is 1. Since A = 0, the MSB of (

B

plus A) is 0. Hence no carry results from
the sum (B plus A plus 0001), and the method indicated in Fig. 17-12 must be
modified. We now demonstrate that if no carry results in the system of

Fig. 17-12, the correct answer for B minus A is negative, and is obtained by
complementing the sum digits S0} Sh S 2} and S 3 . From Eq. (17-7)

B minus A = (B plus A) minus 1111

= minus [1111 minus (B plus A)]

= minus (B plus A) (17-8)

because 1111 minus a 4-bit binary number is the complement of the number.
In summary: The circuit of Fig. 17-126 with M = 0 can be used for both
positive and negative differences. If a carry results, then (B minus A) is

positive and is given by the S bits. However, if no carry is obtained, then
(.

B

minus A) is negative and is given by the complement of the S bits.

Other systems of addition and subtraction (2s complement, binary-coded-

decimal, etc.) are described in Ref. 1.

Digital Comparator It is sometimes necessary to know whether a binary
number A is greater than, equal to, or less than another number B. The
system for making this determination is called a magnitude digital (or binary)
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comparator. Consider single bit numbers first. As mentioned in Sec. 6-7, the

exclusive-nor gate is an equality detector because

B-AB + AB-{1 a
a
- s
b

The condition A > B is given by

C = AB

(17-9)

(17-10)

because if A > B, then A = 1 and B = 0, so that C = 1. On the other

hand, if A = B or A < B (A = 0, B = 1), then C = 0.

Similarly, the restriction A < B is determined from

D = IB (17-11)

The logic block diagram for the nth bit drawn in Fig. 17-13 has all three

desired outputs Cn,
Dn ,

and En . It consists of two inverters, two and gates,

and the AOI circuit of Fig. 17-2. Alternatively, Fig. 17-13 may be considered

to consist of an exclusive-nor and two and gates. (Note that the outputs
of the and gates in the AOI block of Fig. 17-2 are not available, and hence
additional and gates must be fabricated to give Cn and D„.)

Consider now a 4-bit comparator. A = B requires that

A 3 = B 3 and A 2 - B2 and A\ = Bx and A 0 = B0

Hence the and gate E in Fig. 17-14 described by

E = E3E2ExEo (17-12)

implies A = B if E = 1 and A ^ B if E = 0. (Assume that the input E' is

held high; E' = 1.)

Fig. 17-13 A 1-bit digital comparator.
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The inequality A > B requires that

A 3 > B 3 (MSB)
or

co

oqII
co and A 2 > B 2

or

A 3 — B 3 and A 2 = Bi and Ai > Bi
or

A 3 = B 3 and to
II ta and A 1 = B 1 and

The above conditions are satisfied by the Boolean expression

C = A 3B 3 + E 3A 2B 2 + E 3E2A\B\ + E 3E 2EiA 0Bq (17-13)

if and only if C = 1 . The and-or gate for C is indicated in Fig. 17-14.

(Assume that C' = 0.)

The condition that A < B is obtained from Eq. (17-13) by interchanging

A and B. Thus

D — A 3B 3 + E3A 2B 2 + E 3E 2AyBi + E3EJEiA$Bq (17-14)

implies that A < B if and only if D = 1 . This portion of the system is

obtained from Fig. 17-14 by changing A to>_B, B to A
}
and C to D. Alter-

natively, D may be obtained from D = EC because, if A ^ B (E = 0) and
if A > B (C = 0), then A < B (D = 1 ). However, this implementation for

D introduces the additional propagation delay of an inverter and an and gate.

Hence the logic indicated in Eq. (17-14) for D is fabricated on the same chip

as that for C in Eq. (17-13) and E in Eq. (17-12).

The TI 54L85 is an MSI package which performs 4-bit-magnitude com-
parison. If numbers of greater length are to be compared, several such units

can be cascaded. Consider an 8-bit comparator. Designate the A = B out-

put terminal of the stage handling the less significant bits by EL ,
the A > B

output terminal of this stage by CLi and the A < B output by DL . Then
the connections E f = EL} C ' = CL ,

and D* = DL (Fig. 17-14) must be made
to the stage with the more significant bits (Frob. 17-7). For the stage han-

dling the less significant bits, the outputs C* and D* are grounded (C" = 0 and
D' = 0) and the input E f

is tied to the supply voltage (E f = 1 ). Why?

Parity Checker/Generator Another arithmetic operation that is often

invoked in a digital system is that of determining whether the sum of the

binary bits in a word is odd (called odd parity) or even (designated even parity).

The output of an exclusive-or gate is 1 if and only if one input is 1 and the

other is 0. Alternatively stated, the output is 1 if the sum of the digits is 1 .

An. extension of this concept to the exclusive-or tree of Fig. 17-15 leads to

the conclusion that Z = 1 (or Y = 0) if the sum of the input bits A
}
B, C,

and D is odd. Hence, if the input P f

is grounded (P
1 = 0), then P = 0 for

odd parity and P = 1 for even parity.

The system of Fig. 17-15 is not only a parity checker, but it may also be



A = B r and if C = 1,

then A > B. If D =

_B\ then A < B, v/here D
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inputs A n , B nt and D*

(A < B) are not indi-

cated. The inputs En

are obtained from Fig

17- 13 .
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Parity bit Parity
generator checker

Fig. 17-16 Binary data transmission is tested by generating a parity bit at the

input to a line and checking the parity of the transmitted bits plus the generated

bit at the receiving end of the system.

used to generate a parity bit P. Independently of the parity of the 4-bit

input word, the parity of the 5-bit code A, B
}
C, D

}
and P is odd. This state-

ment follows from the fact that if the sum of A
,
B, C, and D is odd (even),

then P is 0 (1), and therefore the sum of A, B
} (7, D ,

and P is always odd.

The use of a parity code is an effective way of increasing the reliability of

transmission of binary information. As indicated in Fig. 17-16, a parity bit

Pi is generated and transmitted along with the AT-bit input word. At the

receiver the parity of the augmented (.

N

+ l)-bit signal is tested, and if the

output P 2 of the checker is 0, it is assumed that no error has been made in

transmitting the message, whereas P 2 = 1 is an indication that (say, due to

noise) the received word is in error. Note that only errors in an odd number
of digits can be detected with a single parity check.

An MSI S-bit parity generator/checker is available (TI 74 ISO) with con-

trol inputs so that it may be used in either odd- or even-parity applications

(Prob. 17-10). For words of length greater than 8 bits, several such units

may be cascaded (Prob. 17-12).

The MSI unit TI SN74S6 contains four two-input exclusive-or gates.

17-4 DECODER/DEMULTIPLEXER 3

In a digital system, instructions as well as numbers are conveyed by means of

binary levels or pulse trains. If, say, 4 bits of a character are set aside to

convey instructions, then 16 different instructions are possible. This infor-

mation is coded in binary form. Frequently a need arises for a multiposition

switch which may be operated in accordance with this code. In other words,

for each of the 16 codes, one and only one line is to be excited. This process

of identifying a particular code is called decoding.
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Binary-coded-decimal (BCD) System This code translates decimal num-
bers by replacing each decimal digit with a combination of 4 binary digits.

Since there are 16 distinct ways in which the 4 binary digits can be arranged
in a row, any 10 combinations can be used to represent the decimal digits

from 0 to 9. Thus we have a wide choice of BCD codes. One of these,

called the “natural binary-coded-decimal,” is the 8421 code illustrated by the

first 10 entries in Table 6-2. This is a weighted code because the decimal
digit in the 8421 code is equal to the sum of the products of the bits in the

coded word times the successive powers of two starting from the right (LSB).
We need N 4-bit sets to represent in BCD notation an iV-digit decimal num-
ber. The first 4-bit set on the right represents units, the second represents

tens, the third hundreds, and so on. Tor example, the decimal number 264
requires three 4-bit sets, as shown in Table 17-1. Note that this three-decade

TABLE 77-7 BCD representation for the decimal number 264

Weighting factor 800 400 200 100 80 40 20 10 8 4 2 1

BCD code 0 0 10 0 110 0 10 0
Decimal digits 2 6 4

BCD code can represent any number between 0 and 999; hence it has a res-

olution of 1 part in 1,000, or 0.1 percent. It requires 12 bits, which in a
straight binary code can resolve one part in 2 12 = 4,096, or 0.025 percent.

BCD-to-decimal Decoder Suppose we wish to decode a BCD instruc-

tion representing one decimal digit, say 5. This operation may be carried out
with a four-input and gate excited by the 4 BCD bits. For example, the
output of the and gate in Fig. 17-17 is 1 if and only if the BCD inputs are

A = 1 (LSB), B =
0, (7=1, and D = 0. Since this code represents the

decimal number 5, the output is labeled “line 5.”

A BCD-to-decimal decoder is indicated in Fig. 17-18. This MSI unit

has four inputs, A, B, C, and Z), and 10 output lines. (Ignore the dashed
lines, for the moment.) In addition, there must be a grouiid and a power-
supply connection, and hence a 16-pin package is required. The complemen-
tary inputs A

,
B

,
C

,
and D are obtained from inverters on the chip. Since

nand gates are used, an output is 0 (low) for the correct BCD code and is

1 (high) for any other (invalid) code. The system in Fig. 17-17 is also referred

to as a “4-to-10-line decoder” designating that a 4-bit input code selects 1 of

10 output lines. In other words, the decoder acts as a 10-position switch
which responds to a BCD input instruct on.

Fig. 17-17 The output is 1 if the BCD input is 0101 and

is 0 for any other input instruction.



Sec. 17-4 DIGITAL SYSTEMS / 611

Fig. 17-18 A BCD-to-derimal de-

coder; Assume that S = 1
.

(Lines

2 to 7 are not indicated.) The

dashed lines convert the system

into a demultiplexer if S represents

the input signal.

D

It is sometimes desired to decode only during certain intervals of time.

In such applications an additional input, called a strobe
,

is added to each
nand gate. All strobe inputs are tied together and are excited by a binary
signal Sj as indicated by the dashed lines in Fig. 17-18. If S = 1, a gate is

enabled and decoding takes place, whereas if S = 0, no coincidence is possible

and decoding is inhibited. The strobe input can be used with a decoder
having any number of inputs or outputs.

Demultiplexer A demultiplexer is a system for transmitting a binary
signal (serial data) on one of N lines, the particular line being selected by
means of an address. A decoder is converted into a demultiplexer by means
of the dashed connections in Fig. 17-18. If the data signal is applied at S,

then the output will be the complement of this signal (because the output is 0
if all inputs are 1) and will appear only on the addressed line.

An enabling signal may be applied to a demultiplexer by cascading the
system of Fig. 17-18 with that indicated in Fig. 17-19. If both the data and
enable inputs are 0, the data will appear (without inversion) on the line with
the desired code. If the enable input is 1, the data are inhibited from appear-
ing on any line and all inputs remain at 1.
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Data <

Enable (

Fig. 17-19 A decoder is converted into a demulti-

plexer (with an enabling input) if the S terminal in

Fig. 17-18 is obtained from the above and gate

output.

4-to-l 6-line Decoder/Demultiplexer If an address corresponding to a

decimal number in excess of 9 is applied to the inputs in Fig. 17-18, this

instruction is rejected; that is, all 10 outputs remain at 1. If it is desired to

select 1 of 16 output lines, the system is expanded by adding 6 more nand
gates and using all 16 codes possible with 4 binary bits.

The TI 74154 is a 4-to-l 6-line decoder/demultiplexer. It has 4 address

lines, 16 output lines, an enable input, a data input, a ground pin, and a

power-supply lead, so that a 24-pin package is required.

A 2-to-4-line and a 3-to-8-line decoder/demultiplexer are also available

in individual IC packages.

Decoder/Lamp Driver Some decoders are equipped with special output
stages so that they can drive lamps such as the Burroughs Nixie tube. A
Nixie indicator is a cold-cathode gas-discharge tube with a single anode and
10 cathodes, which are wires shaped in the form of numerals 0 to 9. These
cathodes are connected to output lines 0 to 9, respectively, and the anode is

tied to a fixed supply voltage. The decoder lamp driver/Nixie indicator

combination makes visible the decimal number corresponding to the BCD
number applied. Thus, if the input is 0101, the numeral 5 will glow in the

lamp.

A decoder for seven-segment numerals made visible by using light-

emitting diodes is discussed in Sec. 17-7.

17-5 DATA SELECTOR/MULTIPLEXER

The function performed by a multiplexer is to select 1 out of N input data
sources and to transmit the selected data to a single information channel.

Since in a demultiplexer there is only one input line and these data are caused

to appear on 1 out of N output lines, a multiplexer performs the inverse pro-

cess of a demultiplexer.

The demultiplexer of Fig. 17-18 is converted into a multiplexer by mak-
ing the following two changes: (1) Add a nand gate whose inputs include

all N outputs of Fig. 17-18 and (2) augment each nand gate with an indi-

vidual data input X 0) X 1} . . . ,
The logic system for a 4-to-l-line

data-selector multiplexer is drawn in Fig. 17-20. This and-or logic is equiv-

alent to the nand-nand logic as described in the above steps 1 and 2. (See

Sec. 6-8.) Note that the same decoding configuration is used in both the
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' multiplexer and demultiplexer. If the select code is 01, then Xi appears at

the output y, if the address is 11, then Y = X 3 ,
etc., provided that the sys-

tem is enabled (*5 = 0). Multiplexers are also available for selecting 1 of 8
or 1 of 16 data sources. The latter (TI 74150) is a 24-pin IC with 16 data
inputs, a 4-bit select code, a strobe input, one output, a power-supply lead,

and a ground terminal. For a 16 line-to-1 line multiplexer, Fig. 17-20 is

extended from four 4-input and gates to sixteen 6-input and circuits. Two
16-data-input multiplexers may be interconnected to select 1 out of 32 infor-

mation sources (Prob. 17-18).

Parallel-to-Serial Conversion Consider a 16-bit word available in par-

allel form so that X 0 represents the 2° bit, Xi the 2 1 bit, etc. By means of a
counter (Sec. 17-13), it is possible to change the select code so that it is 0000
for the first T s, 0001 for the second T s, 0010 for the third interval T, etc.

With such excitation of the address, the output of the multiplexer will be X 0

for the first T s, Xi for the next interval T, X2 for the third period, etc. The
output y is a waveform which represents serially the binary data applied in

parallel at the input. In other words, a parallel-to-serial conversion is accom-
plished of one 16-bit word. This process takes 16 T s.

Sequential Data Selection By changing the address with a counter in

the manner indicated in the preceding paragraph, the operation of an electro-

mechanical stepping switch is simulated. If the data inputs are pulse trains,

this information will appear sequentially on the output channel: in other
words, pulse train X0 will appear for T s, followed by Xl for the next T s,

etc. If the number of data sources is M, then X 0 is again selected during the
interval MT < i < (M + 1)T.

Fig. 17-20 A 4-to-l-line multi-

plexer.

Strobe
or

enable Select
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17-6 ENCODER

A decoder is a system which accepts an Af-bit word and establishes the state 1

on one (and only one) of 2M output lines (Sec. 17-4). In other words, a

decoder identifies (recognizes) a particular code. The inverse process is

called encoding. An encoder has a number of inputs, only one of which is

in the 1 state, and an W-bit code is generated
,
depending upon which of the

inputs is excited.

Consider, for example, that it is required that a binary code be trans-

mitted with every stroke of an alphanumeric keyboard (a typewriter or tele-

type). There are 26 lowercase and 26 capital letters, 10 numerals, and about

22 special characters on such a keyboard so that the total number of codes

necessary is approximately 84. This condition can be satisfied with a mini-

mum of 7 bits (2
7 = 128, but 2 6 = 64). Let us modify the keyboard so that,

if a key is depressed, a switch is closed, thereby connecting a 5-V supply

(corresponding to the 1 state) to an input line. A block diagram of such an

encoder is indicated in Fig. 17-21. Inside the shaded block there is a rectan-

gular array (or matrix) of wires, and we must determine how to interconnect

these wires so as to.generate the desired codes.

To illustrate the design procedure for constructing an encoder, let us

simplify the above example by limiting the keyboard to only 10 keys, the

numerals 0, 1, . . . ,
9. A 4-bit output code is sufficient in this case, and let

us choose BCD words for the output codes. The truth table defining this

encoding is given in Table 17-2. Input Wn (n = 0, 1, . . . , 9) represents

the nth key. When Wn = 1, key n is depressed. Since it is assumed that

no more than one key is activated simultaneously, then in any row every

input except one is a 0. From this truth table we conclude that YQ = 1 if

84 input

keys

Fig. 17-21 A block diagram of an encoder

for generating an output code (word) for

every character on a keyboard.
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10 input
lines

i i i i
Y, Ya y, Y0

4-bit output code

Wi. = 1 or if W 3 = 1 or if W5 = 1 or if W1 = 1 or if W9 = 1 . Hence, in
Boolean notation,

Y„ = Wi + W3 + W6 + W 1 + W 9 (17-15)

Similarly,

7, = w2 + W, + W6 + W1

Y2 = Wt + W6 + W6 + W7 (17-16)
Y3 = Wa + W9

The oh gates in Eqs. (17-15) and (17-16) are implemented with diodes in
Fig. 17-22. (Compare with Fig. 6-3, but with the diodes reversed, because
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Vcc

Fig. 17-23 (a) An emitter-follower or gate, (b) Line 11'
7 in the encoder of Fig.

17-22 is connected to the base of a three-emitter transistor.

we are now considering positive logic.) An encoder array such as that in

Fig. 17-22 is called a rectangular diode matrix.

TABLE 17-2 The truth table for encoding the decimal numbers 0 to 9

Inputs Outputs

w9 W* Wi tr 6 1K5 tf4 ws IV 2 IVi To Y t r 2 Yi Fo

0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 1

0 0 0 0 0 0 0 1 0 0 0 0 1 0

0 0 0 0 0 0 1 0 0 0 0 0 1 1

0 0 0 0 0 1 0 0 0 0 0 1 0 0

0 0 0 0 1 0 0 0 0 0 0 1 0 1

0 0 0 1 0 0 0 0 0 0 0 1 1 0

0 0 1 0 0 0 0 0 0 0 0 1 1 1

0 1 0 0 0 0 0 0 0 0 1 0 0 0

1 0 0 0 0 0 0 0 0 0 1 0 0 1

Incidentally, a decoder can also be constructed as a rectangular diode

matrix (Prob, 17-21). This statement follows from the fact that a decoder

consists of and gates (Fig. 17-17), and it is possible to implement and gates

with diodes (Fig. 6-56).

Each diode of the encoder of Fig. 17-22 may be replaced by the base-

emitter diode of a transistor. If the collector is tied to the supply voltage

Vcc, then an emitter-follower or gate results. Such a configuration is indi-

cated in Fig. 17-23a for the output Y 2 , Note that if either W 4 or W 5 or W 6
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or W 7 is high, then the emitter-follower output is high, thus verifying that
y 2 = W4 + W5 + W6 + PF7 ,

as required by Eq. (17-16).

Only one transistor (with multiple emitters) is required for each encoder
input. The base is tied to the input line, and each emitter is connected to a
different output line, as dictated by the encoder logic. For example, since in
Fig. 17-22 line W7 is tied to three diodes whose cathodes go to Y 0 ,

Yh and 72 ,

then this combination may be replaced by the three-emitter transistor Q7
connected as in Fig. 17-236. The maximum number of emitters that may be
required equals the number of bits in the output code. For the particular
encoder sketched in Fig. 17-22, Ql, Q2 } Q4, and Q8 each have one emitter,

Q3, Q5, Q6, and Q9 have two emitters each, and Q7 has three emitters.

17-7 READ-ONLY MEMORY (ROM) 4

Consider the problem of converting one binary code into another. Such a
code-conversion system (designated ROM and sketched in Fig. 17-24a) has
M inputs (X 0} Xu ...

,
XM-i) and N outputs (Y 0) Y 1} ... , F^-i), where

N may be greater than, equal to, or less than M. A definite ilf-bit code is to
result in a specific output code of N bits. This code translation is achieved,
as indicated in Fig. 17-246, by first decoding the M inputs onto 2M = p word
lines (W 0i Wh . . .

,
WM-i) and then encoding each line into the desired out-

put word. If the inputs assume all possible combinations of Is and Os, then
p N-bit words are "read” at the output (not all these 2M words need be unique,
since it may be desirable to have the same output code for several different

input words).

The functional relationship between output and input words is built into
hardware in the encoder block of Fig. 17-24. Since this information is thus
stored permanently, we say that the system has “memory.” The memory
elements are the diodes in Fig. 17-22 or the emitters of transistors in Fig.
17-23. The output word for any input code may be read as often as desired.
However, since the stored relationship between output and input codes can-
not be modified without adding or subtracting memory elements (hardware),
this system is called a read-only memory

,
abbreviated ROM.

The largest bipolar ROM available in 1971 (MM 6280, available from
Monolithic Memories) has M = 10 and N = 8, resulting in 2M = 2 10 = 1,024
words of 8 bits each. This size is referred to as a 8 X 1,024 = 8,192-bit
memory, and is an example of large-scale integration (LSI). Read-only
memories using MOSFETs as memory elements are discussed in Sec. 17-17.

Code Converters The truth table for translating from a binary to a
Gray code 8

is given in Table 17-3. In the progression from one line to the next
of the Gray code, 1 and only 1 bit is changed from 0 to 1, or vice versa. (This
property does not uniquely define a code, and hence a number of Gray codes
may be constructed.) The input bits are decoded in an ROM into the word
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Fig. 17-24 (a) A block diagram of a system for converting one code into

another; a read-only memory (ROM), (b) An ROM may be considered to

be a decoder for the input code followed by an encoder for the output code.

lines Wo, Wh . . . ,
W i 5 ,

as indicated in Fig. 17-246, and then are encoded

into the desired Gray code 7372 7i70 . The W1

s are the minterm outputs of

the decoder. For example,

Wo = X^XiXo W 5 = X3X2X 1Xo W 9 = X3X2X1X0 (17-17 )

From the truth table 17-3, we conclude that

70 — Wi + W2 + Wa + 17 s + W9 + W10 + Wiz + Wu (17-18)

This equation is implemented by connecting eight diodes with their cathodes

all tied to 70 and their anodes connected to the decoder lines W 1 ,
W2 ,

W5 ,

Wo, W 9 ,
W 10 , Wiz, and Wu, respectively (or the base-emitter diodes of transis-

tors may be used in an analogous manner to form an emitter-follower or gate,

as in Fig. 17-23a). Similarly, from Table 17-3, we may write the Boolean

expressions for the other output bits. For example,

Y3 = Ws+W 9 + W10 + Wu + Wn + Wu + Wu + W15 (17-19 )

Consider the inverse code translation, from Gray to binary. The Gray

code inputs are arranged in the order Wo, Wi, . . . ,
W15 (corresponding to

decimal numbers 0 to 15). The binary code corresponding to a given input

word Wn is listed as the output code for that line. For example, from Table

17-3, we find that the Gray code 1001 corresponds to the binary code 1110,

and this relationship is maintained in Table 17-4 on line W9. From this table

we obtain the relationship between output and input bits. For example,

70 = Wi + W2 + W4 + W7 + W8 + Wn + Wu + Wu (17-20)
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TABLE 17-3 Conversion from a binary to a Gray

code

Binary code inputs

Decoded
word Gray code outputs

*3 X 2 X l *0 Wn Y t y 2 7o

0 0 0 0 Wo 0 0 0 0

0 0 0 1 w t 0 0 0 1

0 0 1 0 w2 0 0 1 1

0 0 1 1 w3 0 0 1 0

0 1 0 0 w4 0 1 1 0

0 1 0 1 W 5 0 1 1 1

0 1 1 0 W t 0 1 0 1

0 1 1 1 w 7 0 1 0 0

1 0 0 0 W 8 1 1 0 0

1 0 0 1 w 3 1 1 0 1

1 0 1 0 w, o 1 1 1 1

1 0 1 1 Wn 1 1 1 0

1 1 0 0 W 12 1 0 1 0

1 1 0 1 W 13 1 0 1 1

1 1 1 0 Wn 1 0 0 1

1 1 1 1 Wn 1 0 0 0

TABLE 17-4 Conversion from a Gray to a binary

code

Gray code inputs

Decoded
word Binary code outputs

x 3 x 2 X, *0 Wn Yo Yo Y x 7o

0 0 0 0 Wo 0 0 0 0

0 0 0 1 w l 0 0 0 1

0 0 1 0
I

W2 0 0 1 1

0 0 1 1 Wz 0 0 1 0

0 1 0 0 w 4 0 1 1 1

0 1 0 1 Wo 0 1 1 0

0 1 1 0 W 6 0 1 0 0

0 1 1 1 w7 0 1 0 1

1 0 0 0 w 8 1 1 1 1

1 0 0 1 W9 1 1 1 0

1 0' 1 0 W io 1 1 0 0

1 0 1 1 Wn 1 1 0 1

1 1 0 0 Wn 1 0 0 0

1 1 0 1 Wn 1 0 0 1

1 1 1 0 Wn 1 0 1 1

1 1 1 1 Wn 1 0 1 0
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This equation defines how the memory elements are to be arranged in the
encoder. Note that the ROM for Table 17-4 uses the same decoding arrange-
ment as that for Table 17-3

;
but the encoders are completely different. In

other words, the IC chips for these two ROMs are quite distinct since indi-

vidual masks must be used for the encoder matrix of memory elements.

Programming the ROM Consider a 256-bit read-only memory (TI
7488A) arranged in 32 words of 8 bits each. The decoder input is a 5-bit

binary select code, and its outputs are the 32 word lines. The encoder con-
sists of 32 transistors (each base is tied to a different line) and with 8 emitters
in each transistor. The customer fills out the truth table he wishes the ROM
to satisfy, and then the vendor makes a mask for the metallization so as to

connect one emitter of each transistor to the proper output line, or alterna-

tively, to leave it floating. Tor example, for the Gray-to-binary-code con-
version, Eq. (17-20) indicates that one emitter from each of transistors Ql,

Q2, Q4, Q7 ,
QS, Qll, Q13, and Q14 is connected to line Y 0) whereas the cor-

responding emitter on each of the other transistors Q0, Q3, Q5, Q6, . . . is

left unconnected. The process just described is called custom programming
,

or mask programming
,
of an ROM. Note that hardware (not software

)

pro-
gramming is under consideration. If the sales demand for a particular code
is sufficient, this ROM becomes available as an “off-the-shelf” item.

lor small quantities of an ROM, the mask cost may be prohibitive, and
also the delivery time may be too long. Hence some manufacturers')" supply
field-programmable ROMs, 4

-
5 abbreviated pROM, or ROMP (read-only mem-

ory >
programmable). Such an IC chip has an encoder matrix made with all

connections which may possibly be required. For example, the 256-bit mem-
ory discussed above is constructed as a pROM with 32 transistors, each hav-
ing eight emitters (labeled E 0 ,

E lf . . . , Ef) and with E 0 from each transistor

tied to output Yo, E\ to Yi, etc. In series with each emitter there is incor-

porated a narrow aluminum or nichrome strip which acts as fuse and opens up
when a current in excess of a maximum value is passed through this memory
element. The user can easily fuse, or “zap,” in the field those memory-
element links which must be opened in order that the ROM perform the
desired functional relationship between output and input.

Diode matrices are also available with fusible links, and these can be
used for the encoder portion of a pROM, or also as a decoder (Prob. 17-22).

17-8 ROM APPLICATIONS

As emphasized in the preceding section, an ROM is a code-conversion unit.

However, many different practical systems represent a translation from one

f For example, Harris Semiconductor, Intel, Intersil, Monolithic Memories, Motorola,
Signetics, and Texas Instruments.
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code to another. The most important of these ROM applications are dis-

cussed below.

Look-up Tables Routine calculations such as trigonometric functions,

logarithms, exponentials, square roots, etc., are sometimes required of a com-

puter. If these are repeated often enough, it is more economical to include

an ROM as a look-up table
,
rather than to use a subroutine or a software pro-

gram to perform the calculation. A look-up table for Y = sin X is a code-

conversion system between the input code representing the argument X in

binary notation (to whatever accuracy is desired) and the output code giving

the corresponding values of the sine function. Clearly, any calculation for

which a truth table can be written may be implemented with an ROM—

a

different ROM for each truth table.

Sequence Generators In a digital system (such as a computer, a data

communications system, etc.) several pulse trains are often required for con-

trol (gating) purposes. The ROM may be used to supply these binary

sequences if the address is changed by means of a counter. As mentioned

in Sec. 17-5, the input to the encoder changes from Wo to W i to W 2 ,
etc.

every T s. Under this excitation the output Y i of the ROM represented by

Table 17-4 is

Y x = 1100001100111100 (LSB) (17-21)

This equation is obtained by reading the digits in the Y i column from top to

bottom. It indicates that for the first 271

s, Y i remains low; for the following

4T s, Fi is high; for the next 2T s, Yi is low; for the next 2T s, Fi is high;

for the following 4T s, Fi is low; for the last 2T s, Fi is high; and after these

16T s, this sequence is repeated (as long as pulses are fed to the counter).

Simultaneously with F i, three other synchronous pulse trains, F0 ,
F2 ,

and F 3 ,
are created. In general, the number of sequences obtained equals

the number of outputs from the ROM. Any desired serial binary waveforms

are generated if the truth table is properly specified, i.e., if the ROM is cor-

rectly programmed.

Seven-segment Visible Display It is common practice to make visible

the reading of a digital instrument (a frequency meter, digital voltmeter, etc.)

by means of the seven-segment numeric indicator sketched in Fig. 17-25a.

A wide variety 7 of readouts are commercially available. A solid-state indica-

tor in which the segments obtain their luminosity from light-emitting gallium

arsenide or phosphide diodes (Sec. 3-15) is operated at low voltage and low

power and hence may be driven directly from IC logic gates.

The first 10 displays in Fig. 17-255 are the numerals 0 to 9, which, in

the digital instrument, are represented in BCD form. Such a 4-bit code has
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Yo

Yz

(a)
(b

)

Fig. 17-25 (a) Identification of the segments in a seven-segment LED visible

indicator, (b) The display which results from each of the sixteen 4-bit

input codes.

16 possible states, and the displays 10 to 15 of Fig. 17-256 are unique sym-
bols used to identify a nonvalid BCD condition.

The problem of converting from a BCD input to the seven-segment out-
puts of Fig. 17-25 is easily solved using an ROM. If an excited (luminous)
segment is identified as state 0 and a dark segment as the 1 state, then truth
table 17-5 is obtained. This table is verified as follows: For word W Q (cor-

TABLE 17-5 Conversion from a BCD to a seven-segment-indicator code

Binary-coded-decimal inputs
Decoded
word

Seven-segment-indicator code outputs

X z = D X 2 = c X, = B Xo = A wn Ye Ffi F 4 Fa y 2 Y 1 Yo

0 0 0 0 Wo 1 0 0 0 0 0 0
0 0 0 1 W l 1 1 1 1 0 0 1

0 0 1 0 w2 0 1 0 0 1 0 0
0 0 1 1 W 3 0 1 1 0 0 0 0
0 1 0 0 w4 0 0 1 1 0 0 1

0 1 0 1 W 5 0 0 1 0 0 1 0
0 1 1 0 W 6 0 0 0 0 0 1 1

0 1 1 1 w7 1 1 1 1 0 0 0
1 0 0 0 w* 0 0 0 0 0 0 0
1 0 0 1 Wo 0 0 1 1 0 0 0
1 0 1 0 W10 0 1 0 0 1 1 1

1 0 1 1 W 11 0 1 1 0 0 1 1

1 1 0 0 If12 0 0 1 1 1 0 1

1 1 0 1 If 1

3

0 0 1 0 1 1 0
1 1 1 0 W I4 0 0 0 0 1 1 1

1 1 1 1 If 1 5 1 1 1 1 1 1 1

responding to numeral 0) we see from Fig. 17-25 that F6 = 1 and all other F’s
are 0. For word W 4 (corresponding to the numeral 4) F0 =F3 =F4 =1
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and Ti=T2 =T 5 =T 6 = 0, and so forth. The ROM is programmed as

explained in Sec. 17-7 to satisfy this truth table. For example,

Y0 = W! + W 4 + + W lf> + Wu + TF 12 + Wu + W lb (17-22)

It should be pointed out that an ROM may not use the smallest number of

gates to carry out a particular code conversion. Consider Eq. (17-22) written

as a sum of products. Replacing the minterm Wi by X 3X 2XiX0 = DCBA
and using analogous expressions for the outputs of the other decoders, Eq.

(17-22) becomes

70 - DCBA + DCBA + DCBA + DCBA + DCBA
+ DCBA + DCBA + DCBA (17-23)

There are a number of algebraic and graphical techniques 8
-
9 and computer

programs for minimizing such Boolean expressions. Note, for example, that

the second and third minterms can be simplified to

DCBA + DCBA = DCA

because B + B = 1. Proceeding in this manner (Prob. 17-25), the following

minimized form of To is obtained:

To = DCBA + CA + DB (17-24)

Using the minimized expressions for T0 ,
Yh . . . ,

T6 results in some saving

(about 20 percent) of components over those required in the ROM. A chip

fabricated in this manner (for example, TI 7446A) is designated a “BCD-to-
seven-segment decoder/driver.”

Minimization of Boolean equations (particularly if the number of vari-

ables in each product exceeds five) is tedious and time-consuming. The engi-

neering man-hours cost for minimization and for designing the special IC chip

to realize the savings in components must be compared with that of simply

programming an existing ROM. Unless a tremendous number of units are

to be manufactured (and particularly if the matrix size is large), the ROM is

the more economical procedure.

Combinational Logic If N logic equations of 71/ variables are given in

the sum-of-products canonical form, these equations may be implemented

with an M-input, N-output ROM. As explained above, this is an economi-

cal solution if 71/ and N are large (particularly if 71/ is large). However, in

the logic design of one stage of a full adder, where 71/ = 3 and N = 2 (small

numbers), and where this unit is sold in considerable quantities, using distinct

gate combinations as in Fig. 17-7 is more economical than using an ROM.

Character Generator Alphanumeric characters may be “written” on

the face of a cathode-ray tube (a television-type display) with the aid of an

ROM. This very important application is discussed in Sec. 17-21.
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II. SEQUENTIAL DIGITAL SYSTEMS

17-9 A 1-BIT MEMORY 10

All the systems discussed in the preceding sections of this chapter are based
upon combinational logic; the outputs at a given instant of time depend only
upon the values of the inputs at the same moment. Such a system is said
to have no memory. Note that an ROM is a combinational circuit and,
according to the above definition, it has no memory. The memory of an ROM
refers to the fact that it “memorizes” the functional relationship between the out-

put variables and the input variables. It does not store bits of information.

A Sequential System Many digital systems are pulsed or clocked; i.e.,

they operate in synchronism with a pulse train of period T, called the system
clock (abbreviated Ck), such as that indicated in Fig. 17-26. The pulse width
tv is assumed small compared with T. The binary values at each node in the
system are assumed to remain constant in each interval between pulses. A
transition from one state of the system to another may take place only with
the application of a clock pulse. Let Q„ be the output (0 or 1) at a given
node in the nth interval (bit time n) preceding the nth clock pulse (Fig.

17-26). Then Qn+i is the corresponding output in the interval immediately
after the nth pulse. Such a system where the values Qh Q 2 , Q 3, ..., of Q n

are obtained in time sequence at intervals T is called a sequential (to distin-

guish it from a combinational) logic system. The value of Q„ +1 may depend
upon the nodal values during the previous (nth) bit time. Under these cir-

cumstances a sequential circuit possesses memory.

A 1-bit Storage Cell The basic digital memory circuit is obtained by
cross-coupling two not circuits Nl and N2 (single-input nand gates) in the
manner shown in Fig. 17-27a. The output of each gate is connected to the
input of the other, and this feedback combination is called a flip-flop.
The most important property of the flip-flop is that it can exist in one of

Fig. 17-26 The output of a master oscillator used as a

clock pulse train to synchronize a digital sequential

system.
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Fig. 17-27 (a) A 1-bit memory or latch, (b) The flip-flop

provided with means for presetting or for clearing the state

of the cell.

two stable states, either Q = 1 (Q = 0), called the 1 state, or Q = 0 (Q = 1),

referred to as the 0 state. The existence of these stable states is consistent

with the interconnections shown in Fig. 17-27a. For example, if the output

of N1 is Q = 1, so also is A 2 ,
the input to N2. This inverter then has the

state 0 at its output Q . Since Q is tied to A 1} then the input to AT is 0, and

the corresponding output is Q = 1. This result conforms our original assump-

tion that Q = 1. A similar argument leads to the conclusions that Q = 0;

Q = 1 is also a possible state. It is readily verified that the situation in which

both outputs are in the same state (both 1 or both 0) is not consistent with

the interconnection.

Since the flip-flop has two stable states, it is also called a binary
,
or

bistable
,
multi. Since it may store one bit of information (either Q = 1 or

Q = 0), it is a 1-bit memory unit
,
or a 1-bit storage cell . Since this information

is locked, or latched, in place, this flip-flop is also known as a latch.

Suppose it is desired to store a specific state, say Q = 1, in the latch.

Or conversely, we may wish to remember the state Q = 0. We may “write”

a 1 or 0 into the memory cell by changing the not gates of Fig. 17-27a to

two-input nand gates, N 1 and N 2, and by feeding this latch through two

not gates, N3 and A4, whose inputs are S and R
,
as in Fig. 17-276. If we

assume that S = 1 and R = 0, then the state of each gate input and output

is indicated on the logic diagram. Since Q = 1, we have thus verified that

to set the flip-flop to the 1 state requires inputs S = 1 and R = 0. The

input S is called the set
,
or preset

,
input. In a similar manner it can be demon-

strated that to enter a 0 into the memory, it is necessary to choose S = 0 and

R = 1 . Hence R is referred to as the reset, or clear
,
input. The input com-

bination S — R ~ 0 leads to an undetermined state (

Q

could be either 1 or 0).

Also S = R = 1 is not allowed (Prob. 17-27).

The Clocked S-R flip-flop In a sequential system it is required to set or

reset a flip-flop in synchronism with clock pulses. This is accomplished by

changing N3 and A4 in Fig. 17-276 to two-input nand gates and by applying

the clock pulse train Ck simultaneously to N3 and A4. Such a triggered set-
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sn R n
1

Qn + 1

0 0 Qn
- s Q

1 0 1
Ck

0 1 0

1 1 ?
— R Q

(b) (c)

Fig. 17-28 (a) An S-R clocked flip-flop; (b) the truth table (the

question mark in the last row indicates that this state cannot

be predicted); (c) the logic symbol.

reset (abbreviated S-R, or R-S) flip-flop is indicated in Fig. 17-28a. The
gates N1 and N2 form a latch, whereas N3 and N4 are the control, or steering,

gates which program the state of the flip-flop after the pulse appears.

Note that between clock pulses (Ck = 0), the outputs of N3 and Ar4 are

1 independently of the values of R or S . Hence the circuit is equivalent to

the latch of Fig. 17-27 a. If Q = 1, it remains 1, whereas if Q = 0, it remains
0. In other words, the flip-flop does not change slate between clock pulses;

it is invariant within a bit time.

Now consider the time t =* nT(+) when a clock pulse is present (Ck = 1).

If S = 0 and R = 0, then the outputs of N3 and N4 are 1. By the argument
given in the preceding paragraph, the state Qn of the flip-flop does not
change. Hence, after the pulse passes (in the bit time n + 1), the state Qn+1

is identical with Qn . If we denote the values of R and S in the interval just-

before t = nT by Rn and Sn ,
then Qn+1 = Qn if Sn = 0 and Rn = 0. This

relationship is indicated in the first row of the truth table of Fig. 17-286.

If Ck = 1, Sn = 1, and Rn = 0, then the situation is that pictured in

Fig. 17-27b and the output state is 1. Hence, after the clock pulse passes (at bit

time n + 1), we find Qn+1 = 1, confirming the second row of the truth table.

If R and S are interchanged and if simultaneously Q is interchanged with Q,
then the logic diagram of Fig. 17-28a is unaltered. Hence the third row of

Fig. 17-286 follows from the second row.

If Ck = 1, Sn = 1, and Rn = 1, then the outputs of the nand gates N3

and N4 are both 0. Hence the input B l of N1 as well as B 2 of N2 is 0, so that
the outputs of both N 1 and N2 must be 1. This condition is logically incon-

sistent with our labeling the two outputs Q and Q. We must conclude that
the output transistor (Q3 of Fig. 6-28) of each gate N 1 and N2 is cut off,

resulting in both outputs being high (1). At the end of the pulse the inputs
at Bi and B 2 rise from 0 toward 1. Depending upon which input increases

faster and upon circuit parameter asymmetries, either the stable state Q = 1

(Q = 0) or Q = 0 (Q = 1) will result. Therefore we have indicated a ques-
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tion mark for Qn+ i in the fourth row of the truth table of Fig. 17-286. This

state is said to be indeterminate
,
ambiguous

,
or undefined

,
and the condition

Sn = 1 and Rn = 1 is forbidden; it must be prevented from taking place.

17-10 FLIP-FLOPS 10

In addition to the S-R flip-flop, three other variations of this basic 1-bit

memory are commercially available: the J-K
,

T, and D types. The J-K
flip-flop removes the ambiguity in the truth table of Fig. 17-286. The T
flip-flop acts as a toggle switch and changes the output state with each

clock pulse; Qn+ 1 = Qn . The D type acts as a delay unit which causes the

output to follow the input, but delayed by 1 bit time; Qn+i = Qn . We now
discuss each of these three flip-flop types.

The J-K flip-flop This building block is obtained by augmenting the

S-R flip-flop with two and gates Al and A 2 (Fig. 17-29a). Data input J
and the output Q are applied to Al. Since its output feeds S, then S = JQ .

Similarly, data input K and the output Q are applied to A2, and hence

R — KQ. The logic followed by this system is given in the truth table of

Fig. 17-296. This logic can be verified by referring to Table 17-6. There

are four possible combinations for the two data inputs J and K. For each of

these there are two possible states for Q }
and hence Table 17-6 has eight rows.

From the Jn ,
K1l} Q n ,

and Qn bits in each row, S n = JnQ n and R n — K nQn are

calculated and are entered into the fifth and sixth columns of the table. Using

these values of S n and R n and referring to the S-R flip-flop truth table of

Fig. 17-286, the seventh column is obtained. Finally, column 8 follows from

column 7 because Q n = 1 in row 4, Q n = 0 in row 5, Q n = 1 in row 7, and

Qn = 0 in row 8.

Columns 1, 2, and 8 of Table 17-6 form the J-K flip-flop truth table of

Fig. 17-296. Note that the first three rows of a J-K are identical with the cor-

responding rotos for an S-R truth table (Fig. 17-286). However, the ambiguity

of the state S n = 1 = R n is now replaced by Q n+ x = Qn for J„ = 1 = Kn -

If the two data inputs in the J-K flip-flop are high
}
the output toil l be comple-

mented by the clock pulse.

It is really not necessary to use the and gates Al and A 2 of Fig. 17-29a,

since the same function can be performed by adding an extra input terminal

Fig. 17-29 (a) An S-R flip-flop is con-

verted into a J-K flip-flop; (b) the

truth table.

Jn Kn +eo*

0 0 Qn
1 0 1

0 1 0

1 1 Qn

(b)
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TABLE 17-6 Truth table for Fig. 17-2 9a

Column 1 2 3 4 5 6 7 8

Row Jn Kn Q„ Q- sn lin Qn + l

1 0 0 0 1 0 0 Qn
|

[
Qn2 0 0 1 0 0 0 QnJ

3 1 0 0 1 1 0 1 l

4 1 0 1 0 0 0 Qn J
1

1

5 0 1 0 1 0 0 Qn 1
L o

6 0 1 1 0 0 1 0 J

7 1 1 0 1 1 0 1

1

8 1 1 1 0 0 1 0 J

Qn

to each nand gate N3 and IV4 of Fig. 17-28a. This simplification is indi-

cated in Fig. 17-30. (Ignore the dashed inputs; i.e., assume that they are

both 1.) Note that Q and Q at the inputs are obtained by the feedback con-
nections (drawn heavy) from the outputs.

Preset and Clear The truth table of Fig. 17-296 tells us what happens
to the output with the application of a clock pulse, as a function of the data
inputs J and K. However, the value of the output before the pulse is applied
is arbitrary. The addition of the dashed inputs in Fig. 17-30 allows the initial

state of the flip-flop to be assigned. For example, it may be required to

clear the latch, i.e., to specify that Q = 0 when Ck = 0.

The clear operation may be accomplished by programming the clear input
to 0 and the preset input to 1 ; Cr = 0, Pr = 1, Ck = 0. Since Cr = 0, the
output of N‘2 (Fig. 17-30) is Q = 1. Since Ck = 0, the output of N3 is 1,

and hence all inputs to IVl are 1 and Q = 0, as desired. Similarly, if it is

Preset (Pr)

J&Q Ck Cr Pr Q
Enable 1 1 1 *

Ck Clear 0 0 10
K CrQ _ Preset 0 10 1

1 Fig. 17-296 gives Qn + }

(b) (O

Fig. 17-30 (a) A J-K flip-flop; (b) the logic symbol; (c) the neces-

sary conditions for synchronous operation (row 1) or for asynchronous

clearing (row 2) or presetting (row 3).
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required to preset the latch into the 1 state, it is necessary to choose Pr = 0,

Cr = 1, Cl = 0. The preset and clear data are called direct
,
or asynchronous,

inputs; i.e., they are not in synchronism with the clock, but may be applied

at any time in between clock pulses. Once the state of the flip-flop is

established asynchronously, the direct ihputs must be maintained at Pr = 1,

Cr = 1, before the next pulse arrives in order to enable the flip-flop. The

data Pr = 0 ,
Cr = 0, must not be used since they lead to an ambiguous state.

Why?
The logic symbol for the J-K flip-flop is indicated in Fig. 17-306, and the

inputs for proper operation are given in Fig. 17-30c.

The Race-around Condition There is a possible physical difficulty with

the J-K flip-flop constructed as in Fig. 17-30. Truth table 17-6 is based

upon combinational logic, which assumes that the inputs are independent of

the outputs. However, because of the feedback connection Q(Q) at the input

to K(J), the input will change during the clock pulse (Ck = 1) if the output

changes state. Consider, for example, that the inputs to Fig. 17-30 are J = 1,

K = 1, and Q — 0. When the pulse is applied, the output becomes Q = 1

(according to row 7 of Table 17-6), this change taking place after a time inter-

val At equal to the propagation delay (Sec. 6-15) through two nand gates in

series in Fig. 17-30. Now J = 1, K = 1, and Q = 1, and from row 8 of Table

17-6, we find that the input changes back to Q = 0. Hence we must con-

clude that for the duration tp (Fig. 17-26) of the pulse (while Ck = 1), the

output will oscillate back and forth between 0 and 1. At the end of the pulse

(Ck = 0), the value of Q is ambiguous.

The situation just described is called a race-around condition. It can be

avoided if tp < At < T. However, with IC components the propagation delay

is very small, usually much less than the pulse width t p . Hence the above

inequality is not satisfied, and the output is indeterminate. Lumped delay

lines can be used in series with the feedback connections of Fig. 17-30 in order

to increase the loop delay beyond tp ,
and hence to prevent the race-around

difficulty. A more practical IC solution is now to be described.

The Master-Slave J-K flip-flop In Fig. 17-31 is shown a cascade of two

S-R flip-flops with feedback from the output of the second (called the slave)

to the input of the first (called the master). Positive clock pulses are applied

to the master, and these are inverted before being used to excite the slave.

For Pr = 1, Cr = 1, and Ck = 1, the master is enabled and its operation

follows the J-K truth table of Fig. 17-296. Furthermore, since Ck = 0, the

slave S-R flip-flop is inhibited (cannot change state), so that Q n is invariant

for the pulse duration tp . Clearly, the race-around difficulty is circumvented

with the master-slave topology. After the pulse passes, Ck = 0, so that

the master is inhibited and Ck = 1, which causes the slave to be enabled.

The slave is an S-R flip-flop, which follows the logic in Fig. 17-286. If
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Pr

Fig. 17-31 A J-K master-slave fup-fiop.

s - Qm - 1 and R = QM = 0, then Q = 1 and (2 = 0. Similarly, if
S — Qm — 0 and R - QM = 1, then Q = 0 and <2 = 1. In other words,
in the interval between clock pulses, the value of QM is transferred to the
output Q. In summary, during a clock pulse the output Q does not change
but Qm follows J-K logic; at the end of the pulse, the value of QM is trans-
ferred to Q.

It should be emphasized that the data J and K must remain constant for
the pulse duration or an erroneous output may result (Prob. 17-34). Also
note that some commercially available flip-flops have internal and gates at
the inputs to provide multiple J and K inputs, thereby avoiding the necessity
of external gates in applications where these may be required.

The D-type flip-flop If a J-K flip-flop is modified by the addition of
an inverter as in Fig. 17-32a, so that K is the complement of J, the unit is
called a D {delay) flip-flop. From the J-K truth table of Fig. 17-296,
Qn+i = 1 for Dn = /„ = Kn = 1 and Q„+1 = 0 for Bn = Jn = Kn = 0.
Hence Qn+i = Dn . The output Qn+i after the pulse (bit time n + 1 ) equals the
input Dn before the pulse (bit time n), as indicated in the truth table of Fig.

(c)

Fig. 17-32 (a) A J-K flip-flop is converted into a D-type

latch; (b

)

the logic symbol; and (c) the truth table.
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17-32c. If the flip-flop in Fig. 17-32a is of the S-R type, the unit also func-

tions as a D-type latch. There is no ambiguous state because J = K = 1 is

not possible.

The D-type flip-flop is a binary used to provide delay. The bit on

the D line is transferred to the output at the next clock pulse, and hence

this unit functions as a 1-bit delay device. There is available an MSI package

(TI 74100) with two independent quadruple D-type latches, so that a total of

8 bits can be stored and transferred.

The T-type flip-flop This unit changes state with each clock pulse, and

hence it acts as a toggle switch. If J = K = 1, then Qn+1 = Qn ,
so that the

J-K flip-flop is converted into a T-type flip-flop. In Fig. 17-33a such a

system is indicated with a data input T . The logic symbol is shown in Fig.

17-336, and the truth table in Fig. 17-33c. The S-R- and the D-type latches

can also be converted into toggle, or complementing, flip-flops (Prob. 17-35).

Summary Four flip-flop configurations S-R, J-K
,
D, and T are impor-

tant. The logic satisfied by each type is repeated for easy reference in Table

17-7. An IC flip-flop is driven synchronously by a clock, and in addition

it may (or may not) have direct inputs for asynchronous operation, preset

(Pr) and clear (Cr). A direct input can be 0 only in the interval between

clock pulses when Ck = 0. When Ck = 1, both asynchronous inputs must be

high; Pr = 1 and Cr — 1: The inputs must remain constant during a pulse

width, Ck = 1. For a master-slave flip-flop the output Q remains constant

for the pulse duration and changes only after Ck changes from 1 to 0, at the

negative-going edge of the pulse.

The toggle, or complementing, flip-flop is not available commercially

because a J-K can be used as a T type by connecting the J and K inputs

together (Fig. 17-33).

The flip-flop is available in all the IC digital families, and the maxi-

mum frequencies of operation are given in Table 6-5.

_ Pr _ m Pr
J Q T Q

Ck —Ck

K
Cr «

—
Cr «

(a) (b

)

Tn Qti-H

1 Qn

0
1

Q»

(C)

Fig. 17-33 A J-K flip-flop is converted into a T-iype flip-

flop, with a data input T\ (b) the logic symbol; and (c) the

truth table.
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TABLE 17-7 flip-flop truth tables

f Refer to truth table S-R, J-K, D, or T for Qn+ , as a function of the inputs,

17-11 SHIFT REGISTERS

Since a binary is a 1-bit memory, then n flip-flops can store an n-bit word.
This combination is referred to as a register. To allow the data in the word
to be read into the register serially, the output of one flip-flop is connected
to the input of the following binary. Such a configuration, called a shift
register, is indicated in Fig. 17-34. Each flip-flop is of the S-R (or J-K)
mastei -slave type. Note that the stage which is to store the most significant
bit (MSB) is converted into a D-type latch (Fig. 17-32) by connecting S and R
through an inverter. The 5-bit shift register indicated in Fig. 17-34 is avail-
able on a single chip in a 16-pin package (medium-scale integration). We
shall now explain the operation of this system by assuming that the serial
data 01011 (LSB) is to be registered. (The least significant bit is the right-
most digit, which in this case is a 1.)

Outputs—>-Q
4 Qo

Clock (MSB)

Fig. 17-34 A 5-bit shift register (Tl 7496).
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Serial-to-Parallel Converter The flip-flops are cleared by applying a

0 to the cleai' input so that every output Q 0 , Qi, . . . , Qa is 0. Then Cr is set

to 1 and Pr is held constant at 1 (by keeping the preset enable at 0). The

serial data train and the synchronous clock are now applied. The least signifi-

cant bit (LSB) is entered into FF4 when Ck changes from a 0 to a 1 by the

action of a D-type flip-flop. After the clock pulse, Q 4 = 1, while all other

outputs remain at 0.

At the second clock pulse the state of Q 4 is transferred to the master latch

of FF3 by the action of an S-R flip-flop. Simultaneously, the next bit (a 1 in

the 01011 word) enters the master of FF4. After the second clock pulse the

bit in each master transfers to its slave and Qa = 1
, Q* = 1

,
and the other

outputs remain 0. The readings of the register after each pulse are given in

Table 17-8. For example, after the third pulse, Q 3 has shifted to Q 2) Qa to Q 3)

TABLE 17-8 Reading of shift register

after each clock pulse

Clock Word
pulse bit Q 4 Q 3 Q 2 Q t Q 0

1

2

3

4

5

and the third input bit (0) has entered FF4, so that Q 4 = 0. We may easily

follow this procedure and see that by registering each bit in the MSB flip-flop

and then shifting to the right to make room for the next digit, the input word

becomes installed in the register after the nth clock pulse (for an n-bit code).

Of course, the clock pulses must stop at the moment the word is registered.

Each output is available on a separate line, and they may be read simultane-

ously. Since the data entered the system serially and came out in parallel,

this shift register is a serial-to-parallel converter. It is also referred to as a

series-in
,
parallel-out register. A temporal code (a time arrangement of bits) has

been changed to a spacial code (information stored in a static memory).

Master-slave flip-flops are required because of the race problem between

stages (Sec. 17-10). If all flip-flops were to change states simultaneously,

there would be an ambiguity as to what data would transfer from the preceding

stage. For example, at the third clock pulse, Qa changes from 1 to 0, and it

would be questionable as to whether Q 3 would become a 1 or a 0. Hence it is

necessary that Q 4 remain a 1 until this bit is entered into FF3, and only then

may it change to 0. The master-slave configuration provides just this action.

If in Fig. 17-31, the J(K) input is called S(R) and if the (heavy) feedback con-

nections are omitted an S-R master-slave flip-flop results.
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Series-in, Series-out Register We may take the output at Q0 and read
the register serially if we apply n clock pulses, for an w-bit word. After the
nth pulse each flip-flop reads 0. Note that the shift-out clock rate may be
greater or smaller than the original pulse frequency. Hence here is a method
for changing the spacing in time of a binary code, a process referred to as

buffering.

Parallel-to-Serial Converter Consider the situation where the word bits
are available in parallel, e.g., at the outputs from an ROM (Sec. 17-7). It is

desired to present this code, say 01011, in serial form.
The LSB is applied to Pr„, the 2 1 bit to Prh . . . , so that Pr0 = 1,

Pr i = !. Pr2 = 0, Pr3 = 1, and Pr4 = 0. The register is first cleared by
Cr = 0, and then Cr = 1 is maintained. A 1 at the 'preset enable input activates
all kth input nand gates for which Pr* = 1. The preset of the corresponding
kth flip-flop is Pr = 0, and this stage is therefore preset to 1 (Table 17-7).
In the present illustration FF0, FF1, and FF3 are preset and the input word
01011 is written into the register, all bits in parallel, by the preset enable pulse.

As explained above, the stored word may be read serially at Qo by applying
five clock pulses. 1 his is a parallel-lo-sevial

,
or a spacial-io-tempoval

, converter .

Parallel In, Parallel Out The data are entered as explained above by
applying a 1 at the preset enable, or write, terminal. It is then available in
parallel form at the outputs Q 0 , Qh ... . If it is desired to read the register
during a selected time, each output Qk is applied to one input of a two-input
and gate Nk ,

and the second input of each and is excited by a read pulse. The
output of Nk is 0 except for the pulse duration, when it reads 1 if Qk = 1.

(The gates Nk are not shown in Fig. 17-34.)

Note that in this application the system is not operating as a shift register
since there is no clock required (and no serial input). Each flip-flop is simply
used as an isolated 1-bit read/write memory.

Right-shift, Left-shift Register Some commercial shift registers are
equipped with gates which allow shifting the data from right to left as well as
in the reverse direction. One application for such a system is to perform
multiplication or division by multiples of 2, as will now be explained. Consider
first a right-shift register as in Fig. 17-34 and that the serial input is held low.

Assume that a biliary number is stored in a shift register, with the least-
significant bit stored in FF0. Now apply one clock pulse. Each bit then
moves to the next lower significant place, and hence is divided by 2. The
number now held in the register is half the original number, provided that FF0
was originally 0. Since the 2° bit is lost in the shift to the right, then if FF0
was originally in the 1 state, corresponding to the decimal number 1, after the
shift the register is in error by the decimal number 0.5. The next clock pulse
causes another division by 2, etc.
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Consider now that the system is wired so that each clock pulse causes a

shift to the left. Each bit now moves to the next higher significant digit, and

the number stored is multiplied by 2.

Digital Delay Line A shift register may be used to introduce a time

delay A into a system, where A is an integral multiple of the clock period T.

Thus an input pulse train appears at the output of an n-stage register delayed

by a time (n — 1)T = A.

Sequence Generator An important application of a shift register is to

generate a binary sequence. This system is also called a word
,
code

}
or character

,

generator . The shift register flip-flops are preset to give the desired code.

Then the clock applies shift pulses, and the output of the shift register gives the

temporal pattern corresponding to the specified sequence. Clearly, we have

just described a parallel-in, series-out register. For test purposes it is often

necessary that the code be repeated continuously. This mode of operation is

easily obtained by feeding the output Qq of the register back into the serial

input to form a “reentrant shift register.” Such a configuration is called a

dynamic

,

or circulating
,
memory

,
or a shift-register read-only memory.

Sequence generators without presetting are possible 11 by feeding back to

the input riot simply Qq, but rather the output from some combinational logic

circuit whose inputs are obtained from Q 0) Q h Q 2 ,
.... Also, the output may

be delivered from another combinational logic circuit whose inputs are Qq, Q\,

Q2, . . . .

Shift-register Ring Counter 12 Consider the 5-bit shift register (Fig. 17-34)

with Qq connected to the serial input. Such a circulating memory forms a

ring counter. Assume that all flip-flops are cleared and then that FFO is

preset so that Qq = 1 and Q 4 = Qz = Qi = Q\ = 0. The first clock pulse

transfers the state of FFO to FF4, so that after the pulse Qa = 1 and

Qz — Q 2 ~ Q\ — Qo = 0

Succeeding pulses will transfer the state 1 progressively around the ring. The

count is read by noting which flip-flop is in state 1; no decoding is necessary.

Consider a ring counter with N stages. If the interval between triggers

is T, then the output from any binary stage is a pulse train of period NT, with

each pulse of duration T. The output pulse of one stage is delayed by a time

T from a pulse in the preceding stage. These pulses may be used where a set

of sequential gating waveforms is required. Thus a ring counter is analogous

to a stepping switch, where each triggering pulse causes an advance of the

switch by one step.

Since there is one output pulse for each N clock pulses, the counter is

also a divide-by-N unit, or an N :1 scaler. Typically, TTL shift-register counters

operate at frequencies as high as 25 MHz.
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Twisted-ring Counter 12 The topology where Q 0 (rather than Q 0) is fed
back to the input of the shift register is called a twisted-ring

,
or Johnson, counter.

This system is a 2N:l scaler. To verify this statement consider that initially

all stages in Fig. 17-34 are in the 0 state. Since <S 4 = Qo = 1, the first pulse
puts FF4 into the 1 state; Qi = 1, and all other flip-fi.ops remain in the 0
state. Since now S3 = Q-t = 1 and Si remains in the 1 state, then after the
next pulse there results Q t = 1

, Q 3 = 1
, Q 3 = 0, Qi = 0, and Q 0 = 0. In

other words, pulse 1 causes only Q t to change state, and pulse 2 causes only Q 3

to change from 0 to 1. Continuing the analysis, we see that pulses 3, 4, and 5
cause Qi, Qh and Q 0 ,

in turn, to switch from the 0 to the 1 state. At the end of
five pulses all flip-flops are in the 1 state.

After pulse 5, S 4 = Qo changes from 1 to 0. Hence the sixth pulse causes
Qi to change to 0. The seventh pulse resets Q 3 to 0, and so on, until, at the
tenth pulse, all stages have been returned to the 0 state, and the counting cycle
is complete. We have demonstrated that this five-stage twisted-ring con-
figuration is a 10: 1 counter. To read the count requires a 5-to-10-line decoder,
but because of the unique waveforms generated, only two-input and gates are
required (Prob. 17-37).

AIOS shift registers are considered in Sec. 17-16.

17-12 RIPPLE (ASYNCHRONOUS) COUNTERS 13

The ring counters discussed in the preceding section do not make efficient use
of the flip-flops. A 5 : 1 counter (or 10:1 with the Johnson ring) is obtained
with five stages, whereas five flip-flops define 2 5 = 32 states. By modifying
the interconnections between stages (not using the shift-register topology), we
now demonstrate that n binaries can function as a 2n

:l counter.

Ripple Counter Consider a chain of four J-K master-slave flip-flops
with the output Q of each stage connected to the clock input of the following
binary, as in Fig. 17-35. The pulses to be counted are applied to the clock

Fig. 17-35 A chain of flip-flop, connected as a ripple counter.
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input of FFO. For all stages J and K are tied to the supply voltage, so that

J = K = 1. This connection converts each stage to a T-type flip-flop (Fig.

17-33), with T = 1.

It should be recalled that, for a T-type binary with T = 1, the master

changes state every time the waveform at its clock input changes from 0 to 1

and that the new state of the master is transferred to the slave when the clock

falls from 1 to 0. This operation requires that

1. Q 0 changes state at the falling edge of each pulse.

2. All other Q’s make a transition when and only when the output of the

preceding flip-flop changes from 1 to 0. This negative transition “ripples”

through the counter from the LSB to the MSB.

Following these two rules, the waveforms in Fig. 17-36 are obtained.

Table 17-9 lists the states of all the binaries of the chain as a function of the

TABLE 17-9 States of the FLIP-FLOPS

in Fig. 17-35

Number of

input pulses

FLIP-FLOP Outputs

Q 2 Q 1 Qo

0 0 0 0 0

1 0 0 0 1

2 0 0 1 0

3 0 0 1 1

4 0 1 0 0

5 0 1 0 1

6 p 1 1 0

7 0 1 1 1

8 1 0 0 0

9 1 0 0 1

10 1 0 1 0

11 1 0 1 1

12 1 1 0 0

13 1 1 0 1

14 1 1 1 0

15 1 1 1 1

16 0 0 0 0

number of externally applied pulses. This table may be verified directly by

comparison with the waveform cl 1 art of Fig. 17-30. Note that in Table 17-9

the flip-flops have been ordered in the reverse direction from their order in

Fig. 17-35. We observe that the ordered array of states 0 and 1 in any row in
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2 3 4 5 6 7 8 10 11 12 13 14 15 16

J1—n—n——n—n—
ii

n n fi^LJLJLJiLJL

Fig. 17-36 Waveform chart for the four-stage ripple counter.

Table 17-9 is precisely the binary representation of the number of input pulses
as given in Table 6-2. Thus the chain of flip-flops counts in the binary
system.

A chain of n binaries will count up to the number 2" before it resets itself
into its original state. Such a chain is referred to as a counter modulo 2".
To read the counter, the 4-bit words (numbers) in Table 17-9 are recognized
with a decoder, which in turn drives visible numerical indicators (Sec. 17-4).
Spikes are possible in any counter unless all flip-flops change state simultane-
ously. To eliminate the spikes at the decoder output, a strobe pulse is used
(S in Fig. 17-20) so that the counter is read only after the spikes have decayed
and a steady state is reached.

Up-Down Counter A counter which can be made to count in either the
forward or reverse direction is called an up-doum, a reversible, or a forwardr
backward, counter. Forward counting is accomplished, as we have seen, when
the trigger input of a succeeding binary is coupled to the Q output of a pre-
ceding binary. The count will proceed in the reverse direction if the coupling
is made instead to the Q output, as we shall now verify.

If a. binary makes a transition from state 0 to 1, the output Q will make
a transition from state 1 to 0. This negative-going transition in Q will induce
a change in state in the succeeding binary. Hence, for the reversing con-
nection, the following rules apply:

1. flip-flop FFO makes a transition at each externally applied pulse.
2. Each of the other binaries makes a transition when and only when the

preceding flip-flop goes from state 0 to state 1.
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If these rules are applied to any of the numbers in Table 17-9, the next

smaller number in the table results. For example, consider the number 12,

which is 1100 in binary form. At the next pulse, the rightmost 0 (correspond-

ing to Q o) becomes 1. This change of state from 0 to 1 causes Q i to change

state from 0 to 1, which in turn causes Q 2 to change state from 1 to 0. This

last transition is in the direction not to affect the following binary, and hence

Q 3 remains in state 1. The net result is that the counter reads 1011, which

represents the number 11. Since we started with 12 and ended with 11, a

reverse count has taken place.

The logic block diagram for an up-down counter is indicated in Fig. 17-37.

For simplicity in drawing, no connections to J and K are indicated. For a

ripple counter it is always to be understood that J = K = 1 as in Fig. 17-35.

The two-level and-or gates CGI and CG2 between stages control the direc-

tion of the counter. Note that this logic combination is equivalent to a

nand-nand configuration (Fig. 6-22). If the input X is a 1 (0), then Q (Q) is

effectively connected to the following flip-flop and pulses are added (sub-

tracted). In other words, X = 1 converts the system to an up counter and

X = 0 to a doivn counter.

Divide-by-A Counter It may be desired to count to a base N which is

not a power of 2. We may prefer, for example, to count to the base 10, since

the decimal system is the one with which we are most familiar. To construct

such a counter, start with a ripple chain of n flip-flops such that n is the

smallest number for which 2n > N. Add a feedback gate so that at count N
all binaries are reset to zero. This feedback circuit is simply a nand gate

whose output feeds all clear inputs in parallel. Each input to the nand gate

is a flip-flop output Q which becomes 1 at the count N.

Let us illustrate the above procedure for a decade counter. Since the

smallest value of n for which 2 n > 10 is n = 4, then four flip-flops are

required. The decimal number 10 is the binary number 1010 (LSB), and

hence Qo = 0, Qi = 1, Q 2 = 0, and Q 3 = 1. The inputs to the feedback

nand gate are therefore Qi and Q 3 ,
and the complete circuit is shown in

Fig. 17-37 An up-down ripple counter. (It is understood that J = K = 1.)
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(a)

Fig. 17-38 (a) A decade counter (J = K = 1); (b) a latch to elimi-

nate resetting difficulties (due to unequal internal delays).

Fig. 17-38a. Note that after the tenth pulse Qi and Q 3 both go to 1, the
output of the nand gate becomes 0, and all flip-flops are cleared (reset to 0).
(Note that Qi and Q 3 first become 1 and then return to 0 after pulse 10

;

thereby generating a narrow spike.)

If the propagation delay from the clear input to the flip-flop output
varies from stage to stage, the clear operation may not be reliable. In the
above example, if FF3 takes appreciably longer time to reset than FF1, then
when Q i retutns to 0, the output of the nand gate goes to 1, so that Cr = 1

and Q z will not reset. Wide variations in reset propagation time may occur
if the counter outputs are unevenly loaded. A method of eliminating the
difficulty with resetting is to use a latch to memorize the output of the nand
gate at the Nth pulse. The lead in Fig. 17-3Sa between the nand output Pi
and the clear input P 2 is opened, and the circuit drawn in Fig. 17-386 is inserted
between these two points. The operation of the latch is considered in detail
in Prob. 17-41.

A divide-by-6 counter is obtained using a 3-bit ripple counter, and since
for N = 6, Qi = 1 = Q 2) then Qi and Q 2 are the inputs to the feedback
nand gate. Similarly, a divide-by-7 counter requires a three-input nand gate
with inputs Q u Q 2 ,

and Q z .

In some applications it is important to be able to program the count (the
value of N) of a divide-by-A counter, either by means of switches or through
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control data inputs at the preset terminals. Such a programmable or pre-

settable counter is indicated in the figure of Prob. 17-42.

Consider that it is required to count up to 10,000 and to indicate the

count visually in the decimal system. Since 10,000 = 10 4
,
then four decade-

counter units, such as in Fig. 17-38, are cascaded. A BCD-to-decimal
decoder/lamp driver (Sec. 17-4) or a BCD-to-seven-segment display decoder

(Sec. 17-8) is used with each unit to make visible the four decimal digits

giving the count.

17-13 SYNCHRONOUS COUNTERS 13

The carry propagation delay is the time required for a counter to complete its

response to an input pulse. The carry time of a ripple counter is longest

when each stage is in the 1 state. For in this situation, the next pulse must
cause all previous flip-flops to change state. Any particular binary will not

respond until the preceding stage has nominally completed its transition. The
clock pulse effectively “ripples” through the chain. Hence the carry time will

be of the order of magnitude of the sum of the propagation delay times (Sec.

6-15) of all the binaries. If the chain is long, the carry time may well be

longer than the interval between input pulses. In such a case, it will not be

possible to read the counter between pulses.

If the asynchronous operation of a counter is changed so that all flip-

flops are clocked simultaneously (synchronously) by the input pulses, the

propagation delay time may be reduced considerably. Repetition rate is

limited by the delay of any one flip-flop plus the propagation times of any
control gates required. Typically, the maximum frequency of operation of a

4-bit synchronous counter using TTL logic is 32 MHz, which is about twice

that of a ripple counter. Another advantage of the synchronous counter is

that no decoding spikes appear at the output since all flip-flops change state

at the same time. Hence no strobe pulse is required when decoding a syn-

chronous counter.

Series Carry A 5-bit synchronous counter is indicated in Fig. 17-39.

Each flip-flop is a T type, obtained by tying the J terminal to the K terminal

of a J-K flip-flop (Fig. 17-33). If T = 0, there is no change of state when the

binary is clocked, and if T = 1, the flip-flop output is complemented with

each pulse.

The connections to be made to the T inputs are deduced from the wave-
form chart of Fig. 17-36.

Qo toggles with each pulse:

Q i complements only if Q 0 = 1:

Qi becomes Q 2 only if Qo = Qi = 1:

Q 3 toggles only if Qo = Qi = Q 2 = 1

:

T 0 = 1

T\ = Qo

T2 = Q 0Q 1

T 3 = Q0Q1Q2
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3

Fig. 17-39 A 5-bit synchronous counter with series carry (J = K - T).

Extending this logic to Q 4 ,
we conclude that T 4 = Q0Q1Q2Q3, etc. Therefore

the T logic is given by

To = 1 T 1 = Q 0 T 2 = T 1Q 1 T 3 = T 2Q 2 T a = T 3Q 3

(17-25)

Clearly, the two-input and gates of Fig. 17-39 perform this logic.

The minimum time Tmin between pulses is the interval required for each
J and K node to reach its steady-state value and is given by

Tmin = Tp + (n - 2)Tg (17-26)

where TF is the propagation delay of one flip-flop, and TG is the propagation
dela}^ of one and gate (actually, a nand gate plus an inverter). The maxi-
mum pulse frequency for series carry is the reciprocal of Tmin .

Parallel Carry Since the carry passes through all the control gates in
series in Fig. 17-39, this is a synchronous counter with series

,
or ripple

,
carry .

The maximum frequency of operation can be improved by using parallel, or
look-ahead

,
carry

,
where the toggle input to each binary comes from a multi-

input and gate excited by the outputs from every preceding flip-flop. From
Eq. (17-25) it follows that

Ti = Qo T 2 = Q 0Q 1 T z = QoQ&t T 4 = Q 0Q 1Q 2Q 3 (17-27)

Hence T 4 is obtained from a four-input and gate fed by Q 0j Qh Q 2) and Q 3 .

Clearly, for parallel carry,

Tmin = Tp + Tg . (17-28)

which may be considerabl3
r smaller than the corresponding time for series carry

given by Eq. (17-26), particular^ if n is large (high division ratios).

The disadvantages of a parallel-carry counter are: (1) The large fan-in of

the gates; the gate feeding Tk requires k inputs. (2) The heavy loading of the
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flip-flops at the beginning of the chain; the fan-out of Q 0 is n — 1, since it

must feed the carry gates of every succeeding stage.

Up-Down Synchronous Counter with Parallel Carry As explained in the

preceding section, a counter is reversed if Q is used in place of Q in the coupling

from stage to stage. Hence a synchronous up-down counter is obtained If the

control gates CG of Fig. 17-37 are interposed between the flip-flops of Fig.

17-39. This modification to an up synchronous counter is made in Fig. 17-40,

where CG is now indicated as a nand-nand gate (equivalent to the and-ob

logic of Fig. 17-37). Note that CGI is identical in Figs. 17-37 and 17-40. All

control gates in the ripple counter are two-input gates, whereas in the syn-

chronous counter the fan-in for CG2 is 3, for CG3 is 4, etc. The extra input

leads to the gates, as required by Eq. (17-27), are used for the parallel carry.

In other words, the CG blocks in Fig. 17-40 perform both the up-down and the

parallel-carry logic.

Synchronous Decade Counter Design of a system which is to divide

by a number that is not a multiple of 2 is much more difficult for a synchronous

than for a ripple counter. Control matrices (Karnaugh maps) are used 13 ’ 14

to simplify the procedure.

With a great deal of patience and intuition, the design may be carried out

from direct observation of the waveform chart. Consider, for example, the

synthesis of a synchronous decade counter with parallel carry. The waveform

ehart is that given in Fig. 17-36 except that after the tenth pulse all waveforms

return to 0. Since Q 0 = 0 and Q 2 = 0 after the tenth pulse, FFO and FF2 are

excited as in the 16:1 synchronous counter. Hence, from Eq. (17-25),

T 0 = J 0 = K 0 = 1 T 2 = J 2 = K 2 = Q 0Q l (17-29)

We note from Fig. 17-36 that FF1 toggles if Q 0 = 1. However, to prevent

Qi from going to 1 after the tenth pulse, it is inhibited by Q 3 . These statements

are equivalent to the statement

Ti = Ji = Ki = QoQ , (17-30)

Finally, we wish FF3 to change state from 0 to 1 after the eighth pulse and to

return to 0 after the tenth pulse. If

J 3 = QoQiQ* K z = Qo (17-31)

then the desired logic is followed because Qo = Qi = Q 2 = 1, so that J 3 = 1,

K 3 = 1, before pulse 8, whereas Q 0 = 1, Qi = 0, and Q 2 = 0, so that J 3 = 0,

K 3 = 1, before pulse 10. The implementation of Eqs. (17-29) to (17-31) is

given in the logic block diagrams of Fig. 17-41.

Synchronous up-down decade counters are available commercially (for

example, TI 74192) on a single chip. Such a counter has the complexity of 55

equivalent gates, and hence is an example of MSI. The flip-flops are pro-
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Pulses

Fig. 17-41 A synchronous decade counter with parallel carry.

vided with preset and clear inputs not indicated in Fig. 17-41. Division by a

number other than 10 or a multiple of 2 is usually not commercially available

and must be programmed as explained above.

17-14 APPLICATIONS OF COUNTERS

Many systems, including digital computers, data handling, and industrial con-

trol systems, use counters. We describe briefly some of the fundamental

applications.

Direct Counting Direct counting finds application in many industrial

processes. Counters will operate with reliability where human counters fail

because of fatigue or limitations of speed. It is required, of course, that the

event which is to be counted first be converted into an electrical signal, but this

requirement usually imposes no important limitation. For example, objects

may be counted by passing them single-file on a conveyor belt between a photo-

electric cell and a light source.

The preset input allows control of industrial processes. The counter m&y
be preset so that it will deliver an output pulse when the count reachesa pre-

determined number. Such a counter may be used, for example, to count the

number of pills dropped into a bottle. When the preset count is attained, the

output pulse is used to divert the pills to the next container and at the same

time to reset the counter for counting the next batch.

Divide-by-W There are many applications where it is desired to change

the frequency of a square wave from / to f/N, where N is some multiple of 2.

From the waveforms of Fig. 17-36 it is seen that a counter performs this function.

If instead of square waves it is required to use narrow pulses or spikes for
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system synchronization, these may be obtained from the waveforms of Fig.
17-36. A small RC coupling combination at the counter output, as in Fig.
16-34a, causes a positive pulse to appear at each transition from 0 to 1 and a
negative pulse at each transition from 1 to 0. If now we count only the positive
pulses (the negative pulses may be eliminated, say, by using a diode), it appears
(Fig. 16-34e) that each binary divides by 2 the number of positive pulses applied
to it. The four binaries together accomplish a division by a factor 2 i = 16.
A single negative pulse will appear at the output for each 16 pulses applied at
the input. A chain of n binaries used for this purpose of dividing or scaling
down the number of pulses is referred to as a scaler. Thus a chain of four
flip-flops constitutes a scale-of-16 circuit, etc.

Measurement of Frequency The basic principle by which counters are
used for the precise determination of frequency is illustrated in Fig. 17-42.
The input signal whose frequency is to be measured is converted into pulses by
means of the zero crossing detector and applied through an and gate to a
counter. To determine the frequency, it is now only required to keep the gate
open for transmission for a known time interval. If, say, the gating time is

1 s, the counter will yield the frequency directly in cycles per second (hertz).
The clock for timing the gate interval is an accurate crystal oscillator whose
frequency is, say, 1 MHz. The crystal oscillator drives a scale-of-10 0 circuit
which divides the crystal frequency by a factor of 1 million. The divider
output consists of a 1-Hz signal whose period is as accurately maintained as
the crystal frequency. This divider output signal controls the gating time by
setting a toggle flip-flop to the 1 state for 1 s. The system is susceptible to
only slight errors. One source of error results from the fact that a variation of
— 1 count may be obtained, depending on the instant when the first and last
pulses occur in relation to the sampling time. Beyond these, of course, the
accuracy depends on the accuracy of the crystal oscillator.

Measurement of Time The time interval between two pulses may also
be measured with the circuit of Fig. 17-42. The flip-flop is now converted
into set-reset type, with the first input pulse applied to the S terminal, the
second pulse to the R terminal, and no connection made to Ck. With this
configuration the first pulse opens the and gate for transmission and the second
pulse closes it.

.

The crystal-oscillator signal (or some lower frequency from the
divider chain) is converted into pulses, and these are passed through the gate
into the counter. The number of counts recorded is proportional to the length
of time the gate is open and hence gives the desired time interval.

Measurement of Distance In radar or sonar systems a pulse is trans-
mitted and a reflected pulse is received delayed by a time T. Since the velocity
of light (or sound) is known, a measurement of the interval T, as outlined above,
gives the distance from the transmitter to the object from which the reflection
was received.
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Fig. 17-42 A system for measuring frequency by means of a

counter.

Measurement of Speed A speed determination may be converted into

a time measurement. For example, if two photocell-light-source combinations
are set a fixed distance apart, the average speed of an object passing between
these points is inversely proportional to the time interval between the gen-
erated pulses. Projectile velocities have been measured in this manner.

Digital Computer In a digital computer a problem is solved by sub-

jecting data to a sequence of operations in accordance with the program of

instructions introduced into the computer. Counters may be used to count
the operations as they are performed and to call forth the next operation from
the memory when the preceding one has been completed.

Waveform Generation The waveforms which occur at the collectors or

bases of binary counters may be combined either directly or in connection with

logic gates to generate desirable pulse-type waveforms. Such waveforms are

used for sequential data selection and parallel-to-serial conversion, as described

in Sec. 17-5.

Conversion between Analog and Digital Information These systems
are considered in Secs. 17-19 and 17-20.

Ill . MOS/LSI DIGITAL SYSTEMS

17-15 DYNAMIC MOS CIRCUITS

The first commercial MOSFET (abbreviated MOS) circuits appeared in 1964,

and since then they have continued to increase in popularity because of their

high packing density, small power consumption, and low cost. As many as

5,000 MOS devices are fabricated on a chip 150 by 150 mils square. Such LSI
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construction makes possible very large MOS shift registers and memories,

described in Secs. 17-16 to 17-18. Many, of these systems are operated syn-

chronously. Hence a discussion of such clocked (called dynamic .MOS) circuits

follows. The operation of nonclocked (dc stable) digital .MOS gates is described

in Sec. 10-6 and should be reread before proceeding further. Note that

p-channel devices are used with negative logic so that the 0 state is 0 V and the

1 state is — 10 V.

Dynamic MOS circuit# make use of the parasitic capacitance between gate

and substrate to provide temporary ctorage . This storage can be made permanent
using refreshing operations by means of clock waveforms. Since the leakage

of the gate circuit is extremely low, the time constants are of the order of

milliseconds, and to maintain the stored data, the refreshing or cycling must
not be allowed to fall below come minimum rate, typically 1 kHz.

Dynamic MOS Inverter 10
-
16 The circuit of Fig. 17-43 shows a dynamic

MOS inverter which requires a train of clock pulses <j> for proper operation.

Compare this circuit with the static MOS inverter of Fig. 10-16. When the

clock 0 is at 0 V, transistors Q2 and Q3 are off and the power supply is dis-

connected from the circuit and delivers essentially no power. When the clock

pulse is at —10 V, both Q2 and Q3 are ox and inversion of the input Ty takes

place. Thus, if Vt
- = —10 V, Ql is on and the output is VQ ~ 0, whereas if

Vi = 0 V, then Q 1 is off and the output becomes VQ ~ — VDD (say —10 V).

During the time the clock is at 0 V, the output capacitor C retains its charge,

and thus the output remains at — VDD . The capacitor typically has a value of

0.5 pF, and it represents the parasitic capacitance of Q3 between source and
ground.

The inverter discussed above has been called a ratio inverter. The name
derives from the fact that when the input is low and the clock is low, transistors

Ql and Q2 form a voltage divider between — VDD and ground. Therefore the

output voltage VQ depends on the ratio of the on resistance of Ql and the

effective load resistance of Q2 (typically, <1:5). This ratio is related to the

physical size of Ql and Q2 and is often referred to as the aspect ratio.

Figure 17-44 shows a dynamic p-channel MOS nand gate, corresponding

to the static nand of Fig. 10-17. A dynamic MOS nor is constructed by

— Vdd Clock

Fig. 17-43 Dynamic MOS inverter.
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modifying the circuit of Fig. 10-18 in a similar manner. The reader should

verify that the dynamic circuits dissipate less power than the corresponding

static circuits.

Two-phase MOS The inverter shown in Fig. 17-45a consists of three

p-channel enhancement devices and dissipates almost no power due to the

fact that two clock trains are used in the phase sequence shown in Fig. 17-456.

During the clock pulse </> i (precharge clock), the parasitic capacitor C is charged

to — Vdd- Clock pulse <f
> 2 ,

which comes after </>i, performs the inversion. If

Vi is at — 10 V, Q3 is turned on, and since Q2 is also on, the capacitor discharges

to ground and the output becomes 0 V. If V{ = 0 V, then Q3 is off, Q2 is on,

and there is no path to ground for C to discharge. Thus V0 remains at — VDD .

We note that, except during switching, all of the transistors Ql, Q2 ,
and Q3 are

always off and quiescent power dissipation is of the order of 10 nW for

— Vdd = — 10 V. The circuit has no dc current path regardless of the state of

the clocks or the data stored on the parasitic capacitor C . Such a circuit has

the significant advantage in that its output does not depend on the ratio of the

Fig. 17-45 (a) Two-phase MOS inverter, (b) Timing of clock pulses </>! and </> 2 .
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resistances of any of its devices; therefore all devices can be of minimum
geometry, reducing the chip size for a given number of gates. Circuits that

use the above feature are called ratioless powerless.

17-16 MOS SHIFT REGISTERS

Bipolar and MOS shift registers can be used for the same purpose. However,
if a large number of bits are involved, the MOS shift registers are preferred

over bipolar circuits because they are more economical (in power and cost) and
are smaller in size. Typical applications for MOS shift registers are calculators,

display systems, refresh memories, scratch-pad memories, buffer memories,
communication equipment, computer peripherals, and delay lines. MOS shift

registers are available (1971) with from several hundred up to 1,024 bits of

storage and shifting rates which run up to 5 MHz for p-channel devices and up
to 15 MHz for n-channel MOS transistors. Various configurations can be

supplied, such as serial-in, serial-out or serial-in, parallel-out or parallel-in,

serial-out. For the sake of simplicity and because of their popularity, we shall

treat only serial-in, serial-out registers in this section.

Dynamic MOS Shift Register 16
-
17 There are two types of MOS shift

registers, dynamic and static (more properly called dc stable). In a dynamic
shift register each information bit is stored on the gate capacitance of a device

and is transferred by pulsing the subsequent inverter. A typical MOS dynamic
shift register stage is sho wn in Fig. 17-46. It uses the 2-phase clock pulses of Fig.

14-455. Each stage of the register requires six MOSFETs. The input to the

stage is the charge on the gate capacitance, such as Ci of Ql, deposited there by
the previous stage. When clock <f> i goes negative (for p-channel devices),

transistors Q1 and Q2 form an inverter. The common node of Ql, Q2. and Q3
approaches H-Fss if the charge on Ci is negative enough to turn Ql on, or it

approaches — VDD if the charge is positive and Ql is off. We should note
that during the time <f> i is negative, Q3 is on and the gate capacitance C% of Q4
gets charged to either +Fss or — Vdd. When <f> i is removed, Ci retains the
charge. Pulsing

tf> 2 negative then shifts and inverts the data, depositing the

charge on C s . The information at C 3 is identical with that on Ci at A
,
but

delayed by an amount predetermined by the clock period. The combination
Q1Q2QS can be called the master inverter, and Q4Q5Q6 the slave section. To
retain data stored in the register, the rate at which the data are clocked through
the circuit must not fall below some minimum value.

A typical two-phase dynamic MOS shift register is the Texas Instruments
TI 3401LC 512-bit register. The entire device is constructed using MOS
p-channel, low-threshold devices. It operates at a minimum clock rate of 20
kHz and maximum rate of 5 MHz. Both input and output are directly com-
patible with TTL integrated circuits, and the power dissipation is 0.2 mW/bit
at 1 MHz.
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Fig. 17-46 A two-phase dynamic MOS shift register. The clock

pulses have the waveshapes indicated in Fig. 17-45b, but the binary

levels are +5 V and —12 V.

Static MOS Shift Registers A “static” shift register is dc stable and

can operate without a minimum clock rate. That is, it can store data indefi-

nitely provided that power is supplied to the circuit. However, static shift-

register cells are larger than the dynamic cells and consume more power. As

shown in Fig. 17-47, the stage consists of a pair of static inverters with unclocked

loads (Fig. 10-17) cross-connected through two transmission gates Q3 and Q6.

T
*3

(o) ( b

)

Fig. 17-47 (o) Basic MOS static shift-register cell; (b) timing diagram of static

shift-register clocks.
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When both clocks fa and <t>z are low, the feedback loop is closed and the two
inverters form a flip-flop, or latch (Fig. 17-27a). In this condition the cell
will hold information indefinitely.

Under normal conditions information is shifted by pulsing fa and fa,
very much as in the two-phase shift register of Fig. 17-46. As long as the
clocking frequency is high, the static shift register operates in the same manner
as the dynamic shift register, with the feedback loop open (clock fa at a high
value). When the frequency falls below a certain level, fa is generated
internally (on the chip). Clock fa is identical with fa, except that it is delayed
(slightly) by A with respect to fa. This signal fa is used to close the feedback
loop. An example of a static shift register is the TI 3101LC, which is a dual
100-bit unit. Each register has independent input and output terminals,
common clocks, and power leads (nominal values VSs = +5 V, VDD = 0 V
and —VGa = —12 V), and can operate from dc to 2.5 MHz. The MOS gate
inputs are protected with Zener diodes and can be driven directly from DTL/
TTL voltage levels, and the register outputs can drive DTL/TTL circuits
without the addition of external components. Two external clocks fa and fa
are required for operation. Data are transferred into the register when clock
pulse <t> i is at low level, and data are shifted when clock pulse 4>i is returned to
high level (typically, +5 V) and clock pulse fa is pulsed to low level. For
long-term storage, clock pulsed fa must be held at a high level and clock pulses
fa and 4>a at a low level.

Four-phase Shift Register 17 Four-phase shift registers are used for very
high density circuits operating at very high speeds. Figure 17-48 shows the
basic cell of a four-phase dynamic shift register. When clock fa is low, Ql is

on and capacitor C i charges essentially to the low value of the clock. Clock
pulse fa turns on transistor Q2, which is biased by the dc voltage on capacitor

*x

-10 V

—

H

8

|
—to V

i_r
- Data entered on C

:

0 -10 V—LirData transferred~lt
0 Kto C 2^~

i

- iov r
Data

r
Store

(f>)

Fig. 17-48 (a) Four-phase MOS shift register, (b) Clock timing diagram (the

store input refers to Fig. 17-49).
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Fig. 17-49 Functional

diagram of the Tl 3309JC

twin 512-bit dynamic four-

phase shift register.

(There is another identical

section.)

Ci. At the presence of an input data signal the output on capacitor Ci takes a

voltage level which corresponds to the complement of the input. The above

process is repeated by the slave section Q4Q5QQ, so that the information from

capacitor Ci is transferred to C 2 at the output, after clock pulse 0 3 and during

clock pulse 04. The reader should verify that even when the clocks overlap,

there is no dc current path in this circuit. The only power dissipated arises

from the charge and discharge of the various parasitic capacitances. An
example of a four-phase dynamic MOS shift register is the TI 3309JC shown in

Fig. 17^9. This device consists of two 512-bit registers constructed on a

monolithic chip using p-channel enhancement-mode transistors. The chip

contains independent control logic for recirculating information for each register

and separate clock lines. Operation at repetition rates from 10 kHz to 5 MHz
is possible, and power dissipation is less than 90 W/bit at 1 MHz. The timing

diagram for the clocks, the data, and. the store (see below) are given in Fig.

17-48. Input data are transferred into the register after the end of clock pulse

0i and before the end of clock pulse 0 2 . Output data appear after the end of

clock pulse 03 and before the termination of the 04 clock pulse. Data stored

in the shift register can be recirculated during the time interval Ta if a store

pulse of length Ta is applied at the store terminal (Fig. 17-49), provided the store

pulse overlaps the trailing edge of clock pulse 0 3 . The TI 3309JC is mounted

in a 16-pin hermetically sealed dual-in-line package. It is interesting to note

that this monolithic device contains 2 X-512 X 6 = 6,144 MOSFETs, exclu-

sive of the control circuitry.

17-17 MOS READ-ONLY MEMORY 17

The ROM is discussed in Sec. 17-7, where it is seen (Fig. 17-24) to consist of a

decoder, followed by an encoder (memory matrix). Consider, for example, a

10-bit input code, resulting in 2 10 = 1,024 word lines, and with 4 bits per out-

put code. The memory matrix for this system consists of 1,024 X 4 inter-

sections, as indicated schematically in Fig. 17-50. The code conversion to be

performed by the ROM is permanently programmed during the fabrication

process by using a custom-designed mask so as to construct or omit an MOS
transistor at each matrix intersection. Such an encoder is indicated in Fig.

17-50, which shows how the memory FETs are connected between word and
bit lines.
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Fig. 17-50 MOS read-only-memory encoder. (Although

there are a total of 1,024 word lines present, only 5 of these

are indicated.)

In Sec. 17-7 it is demonstrated that the relationship between the output
bits Y and the word lines W is satisfied by the logic or function. Consider,
for example, that it is required by the desired code conversion that

Fo = Wo + Wt f , = Wi

Y2 = Wj + Wt + W i0o Yz = Wo + WMo

(17'32)

These relationships are satisfied by the connections in Fig. 17-50. The nor
gate for F 0 of Eq. (17-32) is precisely that drawn in Fig. 10-18, with Q3 as the
load FET and with signals W 0 and W2 applied to the gates of Q2 and Q 1,

respectively.

The presence or absence of a MOS memory cell at a matrix intersection is

determined during fabrication in the oxide-gate mask step. If the MOSFET
has a normal thin-oxide gate, its threshold voltage VT is low; if the gate oxide
is thick, then VT is high. In response to a negative pulse on the word line, the
low-threshold device will .conduct and a logic 0 (because of inverter action)
will be detected on the bit line. On the other hand, if a negative pulse is applied
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Fig. 17-51 MOS read-only-memory matrix. (Only word

lines Wo and O o and bit lines Yq and Y z corresponding

to Fig. 17-50 are indicated.)

to the thick-oxide gate (high-threshold device), it does not conduct; it is effec-

tively missing from the circuit. In other words, growing a thick-oxide gate at

a matrix location is equivalent to not constructing an MOSFET at this position,

as shown in Fig. 17-51.

In a static ROM no clocks are needed. The time required for a valid

output to appear on the bit lines from the time an input address is applied to

the memory is defined as the access time (~300 ns to 5 jus). In a static ROM
the output is available as long as the input address remains valid. An example

of a static MOS ROM is the TI 2800JC (16-pin dual-in-line package) which

consists of 256 words of 4 bits each for a total of 1,024 bits and with maximum
access time of 900 ns.

The decoder in a static MOS ROM (Fig. 17-24) contains nand gates which

are static. Power dissipation as a result is relatively high. In the case of the

TI 2800JC, power dissipation is typically 170 mW if all outputs are at their

most positive voltage (logic 0). A dynamic ROM uses clocked or dynamic

inverters in the decoder and requires a minimum clock rate, since otherwise the

information is lost. However, its power dissipation is lower than for a static

ROM. Most commercial ROMs are static because of the advantages of requir-

ing no clocks and of giving an output which remains valid as long as the input

address is applied.

17-18 RANDOM-ACCESS MEMORY (RAM) 1718

The random-access memory, abbreviated RAM, is an array of storage cells

that memorize information in binary form. In such a memory, as contrasted



656 / INTEGRATED ELECTRONICS Sec. 17-18

X

enable

Fig. 17-52 A 1-bit read/write

memory.

with an ROM, information can be randomly written into or read out of each
storage element as required, and hence the name random-access, or read/ write,

memory . The basic monolithic storage cell is the latch, or flip-flop, discussed

in Sec. 17-9.

Linear Selection To understand how the RAM operates we examine the
simple 1-bit S-R flip-flop circuit shown in Fig. 17-52, with data input and
output lines. From the figure we see that to read data out of or to write data
into the cell, it is necessary to excite the address line (X = 1). To perform the

write operation, the write enable line must also be excited. If the write input
is a logic 1(0), then S = 1(0) and R = 0(1). Hence Q = 1(0), and the data
read out is 1(0), corresponding to that written in.

Suppose that we wish to read/write 16 words of 8 bits each. This system
requires eight data inputs and eight data output lines. A total of 16 X 8 = 128

storage cells must be used. Of this number, 8 cells are arranged in a horizontal

line, all excited by the same address line. There are 16 such lines, each excited

by a different address. In other words, addressing is provided by exeiting 1 of

16 lines. This type of addressing is called linear selection (Prob. 17-51).

Coincident Selection An ROM memory of sixteen 8-bit words has
16 lines with 8 storage cells per line, if linear addressing is used. A more
commonly used topology is to arrange 16 memory elements in a rectangular

4X4 array, each cell now storing one bit of one word. Eight such matrix

planes are required, one for each of the 8 bits in each word.

One plane of the above-described arrangement of cells is indicated in Fig.

17-53. Each bit (indicated as a shaded rectangle) is located by addressing an
X address line and a Y address line; the intersection of the two lines locates a

point in the two-dimensional matrix, thus identifying the storage cell under
consideration. Such two-dimensional addressing is called X-Y, or coincident,

selection .

Basic RAM Elements In the 1-bit memory of Fig. 17-52 separate read

and write leads are required. For either the bipolar or the MOS RAM it is

possible to construct a flip-flop (as we demonstrate in Figs. 17-56 and 17-57)

which has a common terminal for both writing and reading, such as terminals 1

and 2 in Fig. 17-54. This configuration requires the use not only of the write
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Fig. 17-53 Illustrating coincident addres-

sing to locate 1 bit of a 16-word memory.

The shaded squares represent schemati-

cally the storage cells, or memory units.

*0 *1 *2 y3

data W (write 1), but also of its complement W (write 0). At the cell terminal

to which W(W) is applied, there is obtained the read or sense data output $(&).

Such a memory unit is indicated schematically in Fig. 17-54, where we note that

a total of four input/output leads to the storage cell are required, two for X-Y
addressing and two for read/write data (true and complemented).

The basic elements of which an RAM is constructed are indicated in Fig.

17-55. These include the rectangular array of storage cells, the X and Y
decoders, the write amplifiers to drive the memory, and the sense amplifiers to

detect (read) the stored digital information. Some RAMs include a write

enable input. For such a unit, the write amplifiers of Fig. 17-55 are two-input

and gates, as in Fig. 17-54. Each word is identified by the matrix number

X-Y in the (shaded) memory cell. For ilf-bit words there will be M planes,

like the one indicated in Fig. 17-55.

Magnetic cores have been used as storage elements for many years. Semi-

conductor memories are now becoming increasingly popular. Monolithic

RAMs are constructed using integrated circuit technology and employing either

bipolar or MOS transistors for the storage and supporting circuits. Some of

the advantages of semiconductor over core memories are low cost, small size,

Fig. 17-54 A basic stor-

age cell can be con-

structed with complemen-

tary inputs and outputs

and with the write and

sense amplifiers

meeting at a common node

(1) for true data and (2)

for complementary data.

L
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S S W W
Bead 0 Read 1 Write 0 Write 1

Fig. 17-55 Random-access memory (RAM) with coincident selection and 16 words

by 1 bit. The shaded squares give the memory locations of one bit of each word.

and nondestructive reading of the array. On the other hand, the disadvantages
include the volatility of storage

,
which means that all stored information is lost

when the power supplies fail, and the power dissipation necessary in order to

retain the information stored in a flip-flop.

Bipolar RAM In a bipolar RAM the flip-flops are usually TTL high-

speed circuits. Figure 17-56 shows the basic bipolar RAM storage cell con-

sisting of two cross-coupled three-emitter transistors. One of the emitters of

the right transistor serves to sense or write a logic 1 (Q2 conducting). Similarly,

one emitter of the left transistor serves to read or write a logic 0 (Q1 on). The
two remaining emitters of each transistor are connected to the X and Y lines,

respectively, as shown in Figs. 17-56 and 17-55. Address lines are normally
held low (logic 0), and currents from all conducting transistors flow out of these
address lines.

To address a specific flip-flop in a matrix array, the corresponding X and
Y lines are taken to logic 1. All other flip-flops except the one being addressed
must have at least one address line at logic 0 and no change will occur in those
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flip-flops. In the addressed cell the current in the conducting transistor

diverts from the address lines (which have just moved from logic 0 to logic 1)

to the appropriate sense or read line and then to one of the read amplifiers.

Thus, depending on whether a 1 or a 0 bit was stored, the read amplifier asso-

ciated with read 1 or read 0 will be activated. When this occurs, the output of

the activated amplifier drops from a logic 1 to a logic 0 level.

To write a 1 or a 0 in a specific flip-flop it is necessary to address it and

apply a logic 1 to the appropriate write amplifier input. The output of this

amplifier will then drop to a logic 0 level. A logic 0 voltage on the output of a

write amplifier will apply the same low voltage to all the flip-flop emitters

connected to that amplifier. This low voltage will not affect the binaries which

are not addressed, because at least one more emitter in those flip-flops is

held at a low voltage (logic 0) by the address lines. For the binary which is

being addressed, there are two possibilities: The flip-flop may already be in

the desired state, and in that case no change occurs. If the binary is not in the

desired state and must be changed to the desired state, the low voltage applied

to the emitter of the transistor which is off will turn it on, thus causing the

other transistor to turn off. In summary: If W = 1(0), then the write 1(0)

emitter of the addressed flip-flop is held at a low voltage, thus causing Q2
(Ql) to conduct. This action stores a 1(0) in this selected flip-flop.

r
3

Fig. 17-56 Bipolar RAM storage cell 1-3 showing the X 1 and K 3 address lines

and also the read/write lines for the configuration of Fig. 17-55. The two cross-

coupled not gates form a 1-bit latch (Fig. 17-27). A logic 1 is stored if Q2 conducts.
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Since in Fig. 17-54 the output of the write amplifier is connected to the
input of the read amplifier, then clearly the sense amplifiers must not be used
to supply information on the state of a memory cell while a write amplifier is

excited.

An example of a 16-bit bipolar RAM having the pattern of Fig. 17-55 is the
TI 7481. Average power dissipation is 275 mW, and reading propagation
delay is typically 20 ns. An example of a larger RAM is the IM 5503 (Intersil

Memory Corporation) which has a 16 X 16 = 256-word by 1-bit organization.
It has an access time of 75 ns.

Static MOS RAM 5 The MOS flip-flop shown in Fig. 17-57 is used to
store the binary information, and clocks are not needed. As long as power is

maintained, the data will remain in storage. Devices Q1-Q4 form a bistable
cross-coupled flip-flop circuit, whereas devices Q5—Q8 form the gating net-
work through which the interior nodes N1 and N2 are connected to the one-
bit line and the ZERO-bit line. Note that devices Q5 and Q6 or Q7 and Q8 form
and gates to which the X and Y address drives are applied for coincident selec-

tion of the storage cell. If the linear-selection scheme is used, devices Q6 and
Q8 are omitted and the X address line represents the word line.

In the quiescent state both the X and the Y address lines are at ground
potential, isolating the storage flip-flop from the bit lines. Assume that Q2
is on andQl is off, so that node N1 is at - VDD and N2 is at 0 V. To read the
cell, both address lines are pulsed (negative for ^-channel MOS devices), turn-
ing on gating devices Q5-Q8. Current will flov r into the ONE-bit line, v'hich is

kept at - VDD through devices Q7, QS, and the on device Q2. Very little or
essentially no current will flow through the ZERO-bit line, which is also kept at

Fig. 17-57 Single MOS RAM cell including address gat-

ing. The inverter Q1-Q3 is cross-coupled to the inverter

Q2-Q4 to form a 1-bit latch. A logic 1 is stored if Q2
conducts.
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— VDD since device Ql is off. The state of the storage cell is thus determined

by detecting on which bit line the sense current flows.

To write 1 into the cell, the address lines are again pulsed and the oxE-bit

line is grounded. Since the oxs-bit line is pulsed from — VDD to ground, this is

interpreted to mean that we desire to write a 1 in the cell. However, the cell

is already in the state to which it was to be written, and no change occurs

because Q2 is already ox. If the ZERO-bit line is pulsed by grounding it, node

N1 is pulled toward ground, turning device Q2 off and device Ql ox through

the regenerative process of the flip-flop. Thus the cell changes state, and

we have written the logic 0 into the flip-flop. We observe that the reading

process is nondestructive.

Typi'cal cycle times for fully decoded bit-organized MOS chips generally

lie in the range 500 ns to 1 ms. An example of a static MOS RAM is the MK
4002P (Mostek, Inc.). The unit is a 256-bit RAM, organized as 64 words of

4 bits each. It is TTL/DTL compatible because it uses low-threshhold

p-channel MOS devices. Address decoding is performed on the chip from a

binary 6-bit address which specifies each 4-bit word. The power supplies

required are +5 and — 12 V, and the device is available in a 24-pin dual-in-line

package.

Dynamic MOS RAM 17 Instead of using an eight-device cell, it is possible

to use a simpler three-device storage cell in which information is stored on the

parasitic gate-to-substrate capacitance. Thus, at the expense of requiring a

refresh operation to replenish the charge leaking off the storing capacitance, we

achieve far greater density of storage cells on the same chip area.

An example of a dynamic MOS/LSI RAM is the 1103 manufactured by

Intel Corp. This 1,024-bit memory is fully decoded and is organized as a

1,024-word by 1-bit array. Refreshing of all bits is required every 2 ms, and

cycle time is 580 ns. The device is available in an 18-pin dual- in-line package.

Power dissipation at room temperature is 400 mW.

IV . D/A AND A/D SYSTEMS

17-19 Dl GITAL-TO-ANALOG CONVERTERS 19

Many systems accept a digital word as an input signal and translate or convert

it to an analog voltage or current. These systems are called digital-to-analog
,

or D/A, converters . The digital word is presented in a variety of codes, the

most common being pure binary or binary-coded-decimal (BCD).

The output Vo of an Ar-bit D/A converter is given by the following

equation:

V0 — {o>n~ i2
_1 + 2~ 2 + a^_ 3

2“ 3 + *
* + o,q2~n)Vr (17-33)
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Fig. 17-58 D/A converter with binary weighted resistors.

where the coefficients a„ represent the binary word and o„ = 1(0) if the nth
bit is 1(0). The voltage VR is a stable reference voltage used in the circuit.
The most significant bit (MSB) is that corresponding to aN_h and its weight
is Vb/2, while the least significant bit (LSB) corresponds to o 0 ,

and its weight
is Vr/2n.

Consider, for example, a 5-bit word (N = 5) so that Eq. (17-33) becomes

V0 = (16a 4 + 8aj + 4a2 + 2ai + ao) X —— (17-34)
oZ

For simplicity, assume VK = 32 V. Then, if a„ = 1 and all other a's are zero,
we have V0 = 1. If ai = 1 and all other a’s are zero, we obtain V0 = 2. If
00 = 02 = 1 and all other a's are zero, V0 = 2 + 1 = 3 V, etc. Clearly, Va
is an analog voltage proportional to the digital input.

A D/A converter is indicated schematically in Fig. 17-58. The blocks
So, Si, S2, ... , Sjv-i in Fig. 17-58 are electronic switches which are digitally
controlled. For example, when a 1 is present on the MSB line, switch Sjv-i
connects the 10-K resistor to the reference voltage -F/i(-10 V); conversely,
when a 0 is present on the MSB line, the switch connects the resistor to the
ground line. Thus the switch is a single-pole double-throw (SPDT) electronic
switch. The operational amplifier acts as a current-to-voltage converter
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(Sec. 16-1). Using the numerical values shown in Fig. 17-58, we see that if

the MSB is 1 and all other bits are 0, then the current through the 10-K resistor

will be 1 mA and the output voltage will be I 0 = 5 = 16 X A V. Similarly,

we see that the weight of the LSB (if N = 5) becomes V0 = X 5 = 1 XA V.

If all five bits are 1, the output becomes

V0 = (1+-2- + T + 1- + tV) X 5 = 31 X t%

Therefore the analog output V0 is proportional to the digital input; the pro-

portionality factor is T\- for the circuit of Fig. 17-58.

The implementation of the switching devices using p-channel MOS
transistors is shown in Fig. 17-59. The S-R flip-flop is also implemented

with MOSFETs and holds the bit on the corresponding bit line. Let us assume

that logic 1 corresponds to -10 V and logic 0 corresponds to 0 V (negative

logic). A 1 on the bit line sets the flip-flop at Q = 1 and Q = 0, and thus

transistor Q1 is on, connecting the resistor R\ to the reference voltage Vr
}

while transistor Q2 is kept off. Similarly, a 0 at the input bit line will connect

the resistor to the ground terminal. The accuracy and stability of this D/A

converter depend primarily on the absolute accuracy of the resistors and the

tracking of each other with temperature. Since all resistors are different and

the largest is 2N
~ 1R

}
where R is the smallest resistor, their values become

excessively large, and it is very difficult and expensive to obtain stable, precise

resistors of such values.

A Ladder-type D/A Converter A circuit utilizing twice the number of

resistors in Fig. 17-58 for the same number of bits (N) but of values R and 2

R

Fig. 17-59 An MOS flip-flop and a pair of MOSFETs imple-

ment the single-pole double-throw switch of Fig. 17-58. The

resistance R\ depends upon the bit under consideration. For

example for the N — 3 bit, Ri = 4

R

(Fig. 17-58).
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only is shown in Fig. 17-60. The ladder used in this circuit is a current-split-
ting device, and thus the ratio of the resistors is more critical than their abso-
lute value. We observe from the figure that at any of the ladder nodes the
resistance is 2R looking to the left or the right or toward the switch. Hence
the current will split equally toward the left and right, and this happens at
every node. Considering node N — 1 and assuming the .MSB turned on, the
voltage at that node will be - VR/3. Since the gain of the operational amplifier
to node N - 1 is -3R/2R, the weight of the MSB becomes

Vo = (-Vr/3)(-3R/2R) = Vr/2

Similarly, we show in Prob. 17-54 that when the second .MSB bit is on
and all others are off, the output will be Va = + VR/-i, the third .MSB bit
gives +F«/8, and the LSB gives + VR/2S .

The circuits discussed so far use a negative reference voltage and give a
positive analog output voltage. If negative binary numbers are to be con-
verted, the sign-magnitude approach is used; an extra bit is added to the
binary word to represent the sign, and this bit can be used to select the polarity
of the reference voltage.

A typical 8-bit D/A converter by Zeltex Inc. is packaged in a module
measuring 1.9 by 1.7 by 0.4 in. and includes the op amp, reference voltage,
ladder network, and the switches. The 3750 D/A Converter (Fairchild Semi-
conductor) is a MOS.'LSI 10-bit circuit using p-channel enhancement-mode
transistors. The digital word can be entered serially or in parallel, and the
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output is available through 10 SPDT MOS switches. The user must provide

the resistive ladder network which is connected to the poles of the 10 switches.

The 3750 contains an input shift register in which the data are stored and a

holding register which retains the state of the previous 10-bit input word and

drives the output switches. The device is available in a 36-piu dual-in-line

package.

Multiplying D/A Converter A D/A converter which uses a varying

analog signal instead of a fixed reference voltage is called a multiplying D/A

converter. From Eq. (17-34) we see that the output is the product of the

digital word and the analog voltage V* and its value depends on the binary

word (which represents a number smaller than unity). This arrangement is

often referred to as a programmable attenuator because the output T 0 is a frac-

tion of the input Vr and the attenuator setting can be controlled. by a computer.

1 7-20 ANALOG-TO-DIGITAL CONVERTER 19

It is often required that data taken in a physical system be converted into

digital form. Such data would normally appear in electrical analog form.

For example, a temperature difference would be represented by the output of a

thermocouple, the strain of a mechanical member would be represented by the

electrical unbalance of a strain-gauge bridge, etc. The need therefore arises

for a device that converts analog information into digital form. A very large

number of such devices have been invented. We shall consider below one

such A/D converter.

In this system a continuous sequence of equally spaced pulses is passed

through a gate. The gate is normally closed, and is opened at the instant of

the beginning of a linear ramp. The gate remains open until the linear sweep

voltage attains the reference voltage of a comparator, the level of which is set

equal to the analog voltage to be converted. The number of pulses in the

train that pass through the gate is therefore proportional to the analog voltage.

If the analog voltage varies with time, it will of course not be possible to con-

vert the analog data continuously, but it will be required that the analog data

be sampled at intervals. The maximum value of the analog voltage will be

represented by a number of pulses n. It is clear that n should be made as large

as possible consistent with the requirement that the time interval between two

successive pulses shall be larger than the timing error of the time modulator.

The recurrence frequency of the pulses is equal, at a minimum, to the product

of n and the sampling rate. Actually, the recurrence rate will be larger in

order to allow' time for the circuit to recover between samplings.

One form of digital voltmeter uses the above-described analog-to-digital

converter. The number of pulses which pass through the gate is proportional

to the voltage being measured. These pulses go to a counter whose reading is
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Analog input

(a)

Fig. 17-61 (a) A/D converter using a counter; (b) counter ramp
waveform.

indicated visually by means of some form of luminous display (Secs. 17-S
and 17-21).

The principles discussed previously are used in the A/D converter shown
in Fig. 17-61a. The clear pulse resets the counter to the zero count The
counter then records in binary form the number of pulses from the clock line.
The clock is a source of pulses equally spaced in time. Since the number of
pulses counted increases linearly with time, the binary word representing this
count is used as the input of a D/A converter whose output is shown in Fig.
17-61&. As long as the analog input V. is greater than Vd ,

the comparator
output is high and the and gate is open for the transmission of the clock pulses
to the counter. When Vd exceeds V„ the comparator output changes to the
low value, and the and gate is disabled. This stops the counting at the time
when V, « Vd and the counter can be read out as the digital word representing
the analog input voltage.
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Successive-approximation A/D Converter 19 The successive-approxima-
tion technique is another method to implement an A/D converter. Instead
of a binary counter as shown in Fig. 17-61a, a programmer is used. The
programmer sets the most significant bit (MSB) to 1, with all other bits to 0,

and the comparator compares the D/A output with the analog signal. If the
D/A output is larger, the 1 is removed from the MSB, and it is tried in the next
most significant bit. If the analog input is larger, the 1 remains in that bit.

Thus a 1 is tried in each bit of the D/A decoder until, at the end of the process,

the binary equivalent of the analog signal is obtained. The 3751 MOS/LSI
circuit (Fairchild Semiconductor) is a 12-bit A/D converter monolithic circuit

which makes use of the successive-approximation technique. The ladder
network must be supplied externally, and by choosing the appropriate coding
of the resistor values in the ladder, the output can be in either binary or BCD
digital form. The device is available in a 36-pin dual-in-line package.

17-21 CHARACTER GENERATORS 20 - 21

This chapter concludes with a discussion of a two-dimensional alphanumeric
character generation and display system. Many of the basic building blocks
introduced in the preceding sections are involved in this fairly complicated
system. For example, included are an ROM, a decoder, a parallel-to-series

shift register, D/A converters, divide-by-iV counters, and circulating shift-

register memories.

The convenient display of information is a most important part of many
electronic systems. Computers, calculators, business information systems, and
similar systems commonly display information using alphanumeric characters

on a cathode-ray tube (CRT), on seven-segment readouts, on indicator tubes,

on lamp arrays, or as “hard copy” from matrix-type printers, etc. In many
of these display applications, characters are generated using ROMs and long
shift registers. MOS read-only memories offer a versatile approach to char-

acter generation because the ease of programming allows the designer to choose
the characters and formats he desires.

Dot Matrix of a Character There are many character formats that can
be designed into ROM character generators. The 5X7 dot-matrix format is

easy to use and appears in many display systems. Consider the letter E shown
in the 5X7 dot matrix of Fig. I7-62a. If each of the dot positions corresponds
to a source of light or a lamp, the solid dots in the letter E are lamps which are

on, and the open dots are off light sources. The off lamps correspond to

logic 0 outputs from an ROM with a 5 X 7 = 35-bit output word, while the on
lamps correspond to logic 1. To store 64 alphanumeric characters and other
symbols, one ROM requires 64 X 7 X 5 = 2,240 bits of storage. Imple-
mented with diodes or bipolar transistors, such a memory is bulky and expensive
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Fig. 17-62 (a) Letter E in 5 X 7 dot matrix, (b) Pin func-

tions of the TMS 4103 character generator. (Courtesy of

Texas Instruments Inc.)

to manufacture. MOS/LSI read-only memories offer significant advantages
in cost, power consumption, size, and weight.

Figure 17-626 gives the pin functions of the TMS 4103 character generator

ROM (Texas Instruments Inc.). This unit accepts what is known as USASCII
input coding as a 6-bit binary word. It provides 64 standard alphanumeric
characters in a 5 X 7 dot array (one column at a time). For example, for the

letter E, the address is

B \B 2B zB ,\B §B §
= 101000

Since there are only seven outputs to the TMS 4103, one column of the character

is obtained at any particular time. If the third column is selected for display,

the column select input becomes

C 1C 2CzC,C, = 00100

and the 7-bit parallel word which appears at the output is

Output = 1001001

Total power dissipation of the TMS 4103 is under 400 mW, and it can be
accessed in less than 1.0 jus. To enter a logic 1 at a character address or column
select input, the input voltage at that pin should be Ty = —VDD = — 14 V.

Conversely, for a logic 0 the input should be at device ground.
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Printed Characters The parallel 7-bit-output character generator can

be used to obtain printed characters by connecting the seven outputs to a

column of seven light-emitting diodes (LEDs, Sec. 3-1")). The diodes are

arranged over a strip of moving light-sensitive paper or film. The characters

arc formed by exposing the film to the radiation from the on LEDs and spac-

ing is obtained by uniformly moving the film or light-sensitive paper as the

column select inputs are advanced from column C i to column C 5 .

CRT Single-character Waveforms It is desired to display one character,

say E, on a CRT. Since the screen fluoresces (“lights up”) in the small region

where the electron beam strikes it, only one dot in the character matrix can be

generated at a given instant. Therefore the beam is kept at the position of

one dot for a time and then stepped to the next dot quickly and held at the

new position for another interval T, then moved to the third dot, etc. Hence
the system is synchronized by a clock of period T.

At a given horizontal position (X = 1 in Fig. 17-63), the beam is swept

vertically in synchronism with the clock in seven steps (T = 1, 2, . . . ,
7 in

Fig. 17-63). At each position, the intensity control (the grid of the CRT)
turns the electron beam ox (unblanks it) if the dot in that position of the

character is excited and turns the beam off (blanks it) if the spot should be

dark. The intensity control, called the Z axis
,
obtains this information from

the output of the ROM. Therefore the seven parallel outputs, corresponding

to the seven vertical dots in a column, must be serialized. This serial wave-

form is used to intensity-modulate the Z axis. The bit stream for the first and

second columns of the E in Fig. 17-62 are indicated as the Z waveform in

Pulse train

0 1 2 3 4 6 6 7 8 9 10 11 12 13 14 15nnnnnnnnnnnnnn nn
t

(0)

X-axis (horizontal) 2 i

deflection 1 i

1

(b )

7 7

Z-axis (beam intensity)

njnjnjnjnjT-TLTi rt run-, **>

Fig. 17-63 (a) The pulse train; (b) the horizontal-deflection

waveform; (c) the vertical-deflection waveform; (d) the unblank-

ing waveform for the character generator system of Fig. 17-64.
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Fig. 17-64 The logic diagram of a single-line N character CRT display system.

Fig. 17-63. The Z-axis waveform is kept low when the beam is being

stepped between dot positions by the blanking circuitry.

Display of One Character To understand how the Y, and Z wave-
forms are generated, refer to the block diagram in Fig. 17-64. Concentrate
first on that portion to the right of the shaded vertical line, since this portion

of the figure is the subsystem which. is required to display one character.

The clock frequency is that at which the output of the parallel-to-series

register operates. This clock rate is also called the dot rate because the output
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bit stream corresponds to the dots of the display. Since there are seven dots

in a column, a 3-bit counter is used to divide the dot rale by 7. The stair-step

output waveform from the D/A converter connected to the row-select counter

supplies the seven steps for the 7 positions of the dots. By counting the rows
of the character, the counter gives an output pulse every time the count reaches

7 and an entire column has been scanned. This pulse enters a second 3-bit

counter which counts the five columns, and one space column between charac-

ters, for a total count of 6. The staircase output voltage from the D/A block

connected to the column-select counter provides the six X-axis positions; one
for each column. After every sixth X deflection, a new character must be

generated.

Display of a Line of Characters Suppose we wish to display N charac-

ters in a horizontal line on the CRT. Consider now the blocks to the left of

the shaded line in Fig. 17-64. The output pulse of the 6:1 divider is used to

introduce the address into the ROM for the next character to be displayed;

that is, to advance the input refresh shift registers in which we have stored

the addresses of the N characters in the line. The contents of the six input

shift registers are recirculated at a rate of 60 Hz so that the entire display can

be refreshed at this rate. In the case of 30 characters/line, an entire scan of

7 X 6 X 30 = 1,260 dot positions must be repeated rapidly enough so that

flicker of the display is not apparent. A frequency of 60 Hz is considered

adequate for all standard CRT phosphors and brightness levels. The output
pulse of the column select counter signifies that an entire character (plus space)

has been generated. This output pulse enters a third counter which divides

by N
}
where N represents the number of characters per line.

The outputs of each counter feed a D/A converter. The outputs of the

clmiaeter D/A converter and the column D/A unit are summed and drive the

horizontal-axis amplifier of the CRT. The D/A connected to the character

counter produces N steps, each step having a height equal to six steps of the

column select D/A. The D/A converter connected to the row select counter

produces a number of steps equal to the number of rows in a character, or

seven steps for a 5 X 7 dot format. Figure 17-63 shows the X-axis, 7-axis,

and Z-axis waveforms corresponding to the first two columns of the letter E
of Fig. 17-62.

The system described above can be extended so as to display an entire

alphanumeric page on the face of a CRT (Prob. 17-56).
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REVIEW QUESTIONS

17-1 (a) How many input leads are needed for a chip containing quad two-input

nor gates? Explain. (b ) Repeat part a for dual two-wide, two-input AOI gates.

17-2 Define SSI, MSI, and LSI.

17-3 Draw the circuit configuration for an IC TTL AOI gate. Explain its

operation.

17-4 (a) Find the truth table for the half adder. (b ) Show the implementation

for the digit D and the carry C.

17-5 (a) Show the system of a three-bit parallel binary full adder consisting of

half adders. (6) Explain its operation.

17-6 Show the system of a 4-bit parallel binary adder, constructed from single-

bit full adders.

17-7 (a) Draw the truth table for a three-input adder. Explain clearly the

meaning of the input and output symbols in the table. ( b ) Write the Boolean expres-

sions for the sum and the carry. (Do not simplify these.)

17-8 (a) Show the system for a serial binary full adder, (b) Explain the

operation.

17-9 (a) Consider two 4-bit numbers A and B with B > A. Verify that to

subtract A from B it is only required to add B, A
}
and 1. (6) Indicate in simple

form a 4-bit subtractor obtained from a full adder.

17-10 Consider two 1-bit numbers A and B. What are the logic gates required

to test for (a) A = B, (b) A > B
s
and (c) A < B!

17-11 (a) Consider two 4-bit numbers A and B. If E *= 1 represents the

equality A = B
,
write the Boolean expression for E. Explain, (b) If C = 1 repre-

sents the inequality A > B
}
write the Boolean expression for C. Explain.

17-12 Show the system for a 4-bit odd-parity checker.

17-13 (a) Show a system for increasing the reliability of transmission of binar}'

information, using a parity check and generator, (b) Explain the operation of the

system.

17-14 Write the decimal number 749 in the BCD system.

17-15 (a) Define a decoder, (b) Show how to decode the 4-bit code 1011 (LSB).

17-16 (a) Define a demultiplexer, fb) Show how to convert a decoder into a

demultiplexer, (c) Indicate how to add a strobe to this system.

17-17 (a) Define a multiplexer. (b ) Draw a logic block diagram of a 4-to-l-line

multiplexer.

17-18 Show how a multiplexer may be used as (a) a parallel-to-serial converter

and (6) a sequential data selector.

17-19 (a) Define an encoder, (b) Indicate a diode matrix encoder to transform

a decimal number into a binaiy code.

17-20 (a) Indicate an encoder matrix using emitter followers. In particular,

for an encoder to transform a decimal number into a binary code, show the connections

(b) to the output and (c) to the line 1T 5 .
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17-21 (a) Define a read-only memory . (6) Show a block diagram of an ROM.
(c) What is stored in the memory? (d) What hardware constitutes the memory
elements?

17-22 (a) Write the truth table for converting from a binary to a Gray code.

(6) Write the first six lines of the truth table for converting a Gray into a binary code.

17-23 Explain what is meant by mask-programming an ROM.
17-24 (a) Explain what is meant by a pROM (or ROMP). (6) How is the

programming done in the field?

17-25 List three ROM applications and explain these very briefly.

17-26 (a) What is a seven-segment visible display

?

(b ) Show the following two
lines in the conversion table from BCD to seven-segment-indicator code: 0011 and
1001.

17-27 (a) Define a sequential system. (6) How does it differ from & -combina-

tional system?

17-28 (a) Define a latch. (b ) Show how to construct this unit from not gates,

(c) Verify that the circuit of part b has two stable states.

17-29 (a) Sketch the logic system for a latch with set S (preset) and reset R
(clear) inputs. (b

)

Verify that if S = 1 and R = 0, the flip-flop is set to Q = 1.

17-30 (a) Sketch the logic system for a clocked S-R flip-flop. (6) Verity that

the state of the system does not change in between clock pulses, (c) Give the truth

table, (d) Justify the entries in the truth table.

17-31 (a) Augment an S-R flip-flop with two and gates to form a J-K flip-

flop. (6) Give the truth table, (c) Verify part b by making a table of J n ,
Kn , Q n ,

Qn }
S>Tt, Rv.) and Q71+ 1.

17-32 Explain what is meant by a race-around condition in connection with the

J-K flip-flop of Rev. 17-31.

17-33 Draw a clocked J-K flip-flop system and include preset (Pr) and clear

(Cr) inputs, (b) Explain the clear operation.

17-34 (a) Draw a master-slave J-K flip-flop system. ( b

)

Explain its oper-

ation and show that the race-around condition is eliminated.

17-35 (a) Show how to convert a J-K flip-flop into a delay (D-type) unit.

(b) Give the truth table, (c) Verity this table.

17-36 Repeat Rev. 17-35 for a toggle (T-type) flip-flop.

17-37 Give the truth tables for each flip-flop type: (a) S-R, (b) J-K, (c) D,

and (d) T. What are the direct inputs Pr and Cr and the clock Ck for (e) presetting,

(/) clearing, and (g) normal clocked operation?

17-38 (a) Define a register, (b) Construct a shift register from S-R flip-flops.

(c) Explain its operation.

17-39 (a) Explain why there may be a race condition in a shift register, (b) How
is this difficulty bypassed?

17-40 Explain how a shift register is used as a converter from (a) serial-to-parallel

data and
(b ) parallel-to-serial data.

17-41 Explain how a shift register is used as a sequence generator.

17-42 Explain how a shift register is used as a read-only memory,
17-43 (a) Explain how a shift register is used as a ring counter, (b) Draw the

output waveform from each flip-flop of a three-stage unit.

17-44 (a) Sketch the block diagram for a Johnson {twisted ring) counter. (

b

)

Draw the output waveform from each flip-flop of a three-stage unit, (c) By what
number N does this system divide?
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17-45 (a) Draw the block diagram of a ripple counter. (b) Sketch the waveform
at the output of each flip-flop for a three-stage counter, (c) Explain how this wave-

form chart is obtained. (d)
By what number N does this system divide?

17-46 (a) Draw the block diagram for an up-down counter

.

(b) Explain its

operation.

17-47 Explain how to modify a ripple counter so that it divides by N
,
where N

is not a power of 2.

17-48 (a) Draw the block diagram of a decade ripple counter. (b

)

Explain its

operation.

17-49 Repeat Rev. 17-48 for a divide-by-6 ripple counter.

17-50 What is the advantage of a synchronous counter over a ripple counter?

17-51 (a) Draw the block diagram of a four-stage synchronous counter with

series carry. (b ) Explain its operation, (c) What is the maximum frequency of

operation? Define the symbols in your equation.

17-52 (a) Repeat Rev. 17-51 if the counter uses parallel carry. (b ) What are

the advantages and disadvantages of a parallel-carry counter?

17-53 Explain how to measure frequency by means of a counter.

17-54 List six applications of counters. Give no explanations.

17-55 (a) Draw the circuit of a single-phase dynamic MOS inverter. (b) Explain

its operation.

17-56 Repeat Rev. 17-55 for a MOS nano gate.

17-57 Repeat Rev. 17-55 for a two-phase MOS inverter. Draw the clocking

waveforms.

17-58 (a) Draw the circuit of one stage of a two-phase dynamic MOS shift register.

(b ) Explain its operation. Draw the clocking waveforms.

17-59 (a) Draw the circuit of one stage of a static MOS shift register, (b) Draw
the clocking waveforms, (c) Explain the operation of the circuit.

17-60 Repeat Rev. 17-59 for one stage of a four-phase MOS register. Identify

the master and slave sections.

17-61 (a) Draw the circuit of the encoder of a MOS read-only memory. (b )

Explain the operation of the circuit.

17-62 Explain how the MOS ROM is programmed.

17-63 (a) Draw the block diagram of a 1-bit read 1write memory, (b) Explain

its operation.

17-64 Explain linear selection in a random-access memory (RAM).
17-65 Repeat Rev. 17-64 for coincident selection.

17-66 (a) Draw in block-diagram form the basic elements of an RAM with

coincident selection used to store four words of 1 bit each, (b) How is the system

expanded to 3 bits/ word? (c) How is the system expanded to 25 words of 3

bits,-word?

17-67 List the advantages and disadvantages of a MOS RAM.
17-68 (a) Sketch the circuit for a bipolar RAM storage cell, (b) Explain its

operation.

17-69 Repeat Rev. 17-68 for a MOS RAM memory cell.

17-70 (a) Draw a schematic diagram of a D/A converter. Use resistance values

whose ratios are multiples of 2. (b) Explain the operation of the converter.

17-71 Repeat Rev. 17-70 for a ladder network whose resistances have one of

two values, R or 2R.

17-72 Indicate the circuit of the MOS switch in a D/A converter.
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17-73 (a) Draw the block diagram for an A/D converter, (b) Explain the oper-

ation of this system.

17-74 (a) Consider a 5 X 7 matrix to represent an alphanumeric character.

Draw in block-diagram form a system for generating such characters and for writing

them on a CRT. (6) Indicate the horizontal (X), the vertical (F), and the intensity

(Z) waveforms for a single character, (c) Explain the operation of the system.

17-75 (a) How is the system in Rev. 17-74 modified so as to write a line of N
characters on the CRT? (6) Calculate the clock frequency if each line of 40 characters

is to be refreshed at a 60-Hz rate.



POWER CIRCUITS AND SYSTEMS

This chapter considers power amplifiers, voltage regulators, and SCR
power control circuits and systems.

An amplifying system usually consists of several stages in cas-

cade. The input and intermediate stages operate in a small-signal

class A mode. Their function is to amplify the small-input excitation

to a value large enough to drive the final device. This output stage

feeds a transducer such as a cathode-ray tube, a loudspeaker, a servo-

motor, etc., and hence must be capable of delivering a large voltage

or current swing or an appreciable amount of power. In this chapter

we study such large-signal amplifiers. Bias stabilization techniques

and thermal runaway considerations are very important with power

amplifiers. These topics are discussed in Chap. 9, and hence they

are not considered here.

Almost all electronic circuits require a dc source of power. For

portable low-power systems, batteries may be used. More frequently,

however, electronic equipment is energized by a power supply, a cir-

cuit which converts the ac waveform of the power lines to direct voltage

of constant amplitude. The process of ac-to-dc conversion is exam-

ined in Chap. 4. In this chapter we consider the regulator circuits

used to control the amplitude of a dc supply voltage. These circuits

can be considered as a special class of feedback amplifiers.

Finally, the use of solid-state switches such as p-n-p-n diodes,

SCR's, and triacs in power control circuits is also examined.

18-1 CLASS A LARGE-SIGNAL AMPLIFIERS

A simple transistor amplifier that supplies power to a pure resistance

load Rl is indicated in Fig. 18-1. Using the notation of Table 8-1, ic

677
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Fig. 18-1 The schematic wiring diagram of a sim-

ple series-fed transistor amplifier.

represents the total instantaneous collector current, ic designates the instan-

taneous variation from the quiescent value Ic of the collector current. Sim-
ilarly, iB) ib ,

and IB represent corresponding base currents. The total instan-

taneous collector-to-emitter voltage is given by vc ,
and the instantaneous

variation from the quiescent value Vc is represented by ve .

Let us assume that the static output characteristics are equidistant for

equal increments of input base current ib> as indicated in Fig. 18-2. Then, if

the input signal ib is a sinusoid, the output current and voltage are also sinus-

oidal, as shown. Under these circumstances the nonlinear distortion is neg-
ligible, and the power output may be found graphically as follows:

P = VCIC = ic*rl (18-1)

where Vc and Ic are the rms values of the output voltage vc and current icy

respectively, and Rl is the load resistance. The numerical values of Vc and
Ic can be determined graphically in terms of the maximum and mimimum
voltage and current swings, as indicated in Fig. 18-2. If Im (Vm) represents
the peak sinusoidal current (voltage) swing, it is seen that

Ic
max min

2 \/2
(18-2)

Fig. 18-2 The output character-

istics and the current and

voltage waveforms for a series-

fed load for a transistor am-

plifier.
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V
vc = ^max V"min

V2 2 \

so that the power becomes

7~> VmTm 7m 2
/tJr

which may also be written in the form

p __ (^niftx Train) (^tnax 7m ,n)

8

(18-3)

(18-4)

(18-5)

This equation allows the output power to be calculated very simply. All
that is necessary is to plot the load line on the volt-ampere characteristics of
the device and to read off the values of 7max ,

Vminj 7max ,
and 7min .

18-2 SECOND-HARMONIC DISTORTION

In the preceding section the active device is idealized as a perfectly linear
device. In general, however, the dynamic transfer characteristic (Sec. 4-1)
is not a straight line. This nonlinearity arises because the static output
characteristics are not equidistant straight lines for constant increments of
input excitation. If the dynamic curve is nonlinear over the operating range,
the waveform of the output voltage differs from that of the input signal.

Distortion of this type is called nonlinear
,
or amplitude

,
distortion.

To investigate the magnitude of this distortion we assume that the
dynamic curve with respect to the quiescent point Q can be represented by a
parabola rather than a straight line. Thus, instead of relating the alternating
output current ic with the input excitation % by the equation ic = Gib resulting
from a linear circuit, we assume that the relationship between ic and ib is given
more accurately by the expression

ic = Giib + G2ib
2

(18-6)

where the G*s are constants. Actually, these two terms are the beginning of a
power-series expansion of ic as a function of ib .

If the input waveform is sinusoidal and of the form

% = hm cos at (18-7)

the substitution of this expression in Eq. (18-6) leads to

ic = G\Ibm COS (at + Gzlbm 2 COS 2
(at

Since cos2
cat = i + £ cos 2<at

}
the expression for the instantaneous total cur-

rent ic reduces to the form

ic = Ic + ic = Ic + B0 + Bi cos cat + B 2 cos 2cot (18-8)
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where the B’s are constants which may be evaluated in terms of the G’s .

The physical meaning of this equation is evident. It shows that the applica-

tion of a sinusoidal signal on a parabolic dynamic characteristic results in an

output current which contains, in addition to a term of the same frequency

as the input, a second-harmonic term, and also a constant current. This

constant term B0 adds to the original dc value Ic to yield a total dc component

of current Ic + B 0 . Parabolic nonlinear distortion introduces into the output

a component whose frequency is twice that of the sinusoidal input excitation

.

Also, since a sinusoidal input signal changes the average value of the output cur-

rent
,
rectification takes place.

The amplitudes B0 ,
B i, and B-> for a given load resistor are readily deter-

mined from either the static or the dynamic characteristics. We observe from

Fig. 18-2 that

When ot = 0: ic = Imax

When coi = ^: ic = Ic (1S-9)

When a)t = ir : ic = Imin

By substituting these values in Eq. (18-8), there results

/max = Ic + B0 + Bi + B 2

IC = Ic + B0
- B 2 (18-10)

Imin = Ic + B0
~~ B\ + Bo

This set of three equations determines the three unknowns B0 ,
B i, and B 2 . It

follows from the second of this group that

B0 = B 2 (18-11)

By subtracting the third equation from the first, there results

Bi = — ~ — (18-12)

With this value of B i, the value for B 2 may be evaluated from either the first

or the last of Eqs. (18-10) as

B2 = Bo =
- 2/c

(18-13)

The second-harmonic distortion D 2 is defined as

m <i8-u>

(To find the percent second-harmonic distortion, D 2 is multiplied by 100.)

The quantities /max, /min, and Ic appearing in these equations are obtained

directly from the characteristic curves of the transistor and from the load line.
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If the dynamic characteristic is given by the parabolic form (1S-G) and
if the input contains two frequencies on and w», then the output will consist of
a dc term and sinusoidal components of frequencies uu a-,, 2uh 2io-<, ui + u 2 ,

and coi — C02 (Prob. 18-1). The sum and difference frequencies are called
inlerm adulation, or combination

,

frequencies.

18-3 HIGHER-ORDER HARMONIC GENERATION

The analysis of the preceding section assumes a parabolic dynamic character-
istic. This approximation is usually vail'd for amplifiers where the swing is

small. For a power amplifier with a large input swing, however, it is necessary
to express the dynamic transfer curve with respect to the Q point by a power
series of the form

ic = Giib + G-Gb 2 + GYi 3 + G a% a + • •

(18-15)

If we assume that the input wave is a simple cosine function of time, of the
form in Eq. (18-7), the output current will be given by

ic = Ic + B0 + Bi cos o)t + B 2 cos 2cot + B 3 cos 3cot + •
• (18-16)

This equation results when Eq. (18-7) is inserted in Eq. (18-15) and the proper
trigonometric transformations are made.

That the output-current waveform must be expressible by a relationship
of this form is made evident from an inspection of Fig. 18-2. It is observed
from this figure that the output-current curve must possess zero-axis symmelry

}

or that the current is an even function of time. Expressed mathematically,
i(coi) = i(—a)t). Physically, it means that the waveshape for every quarter
cycle of the output-current curve as the operating point moves from point

Q to point 1 is similar to the shape of the curve that is obtained as the operating
point moves back from point 1 to point Q. Similarly, the waveshape of the
current generated by the operating point as it moves from point Q to point 2
is symmetrical with that generated as it moves from point 2 back to point

Q. These conditions are true regardless of the curvature of the characteristics.
Since ic is an even function of time, the Fourier series in Eq. (18-16), represent-
ing a periodic function possessing this symmetry, contains only cosine terms.
(If any sine terms were present, they would destroy the symmetry since they
are odd

}
and not even

,
functions of time.)

If we assume, as is frequently done in the literature, that the excitation
is a sine instead of a cosine function of time, the resulting output current is no
longer expressed by a series of cosine terms only. Though a sine function dif-

fers from a cosine function in the shift of the time axis by an amount wt = tt

'

2

,

nevertheless such a shift destroys the above-noted zero-axis sj'mmetry. It is

found in this case that the Fourier series representing the output current con-
tains odd sine components and even cosine components.
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Calculation of Fourier Components Any one of a number of methods 1

may be used to obtain the coefficients B 0 ,
B h B 2l etc. The method due to

Espley, which is simply an extension of the procedure of the last section, is

described here. It is assumed in the foregoing section that only three terms,

B0} B i, and B 2 ,
of the Fourier series are different from zero. These three

components are evaluated in terms of the three measured currents, 7rnaxj 7m in ,

and 7C . As the next approximation, it is assumed that only five terms, B0)

B i, B 2) Bz, and B^ exist in the resulting Fourier series. To evaluate these

five coefficients, the values of the currents at five different values of % are

needed. These are chosen at equal intervals in input swing. Thus 7max , 7*,

Ic, 7_j, and 7min correspond, respectively, to the following values of %: the

maximum positive value, one-half the maximum positive value, zero, one-half

the maximum negative value, and the maximum negative value. These values

are illustrated in Fig. 18-3, which is consistent with Fig. 18-5 for R f

L = 10 12.

Fig. 18-3 The values of

signal excitation and the

corresponding values of

output current used in the

five-point schedule for de-

termining the Fourier com-

ponents B 0l B i, B 2, Bz, and

Bi of the current.
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Assuming an input signal of the form % = hm cos cot as illustrated, then

When cot — 0 . ic fmax

When cot = ic = 7*

When cot —
^

ic = (18-17)

When wi = ic = 7_*

When cot = w : ic — Imin

By combining these conditions with Eq. (18-16), five equations containing five

unknowns are obtained. The solution of these equations yields

Bo — i(7max + 27$ + 27_j + 7,nin) — 7c

B i
= 3'(7max + 7* 7_i. 7m i n)

= *(7m« - 27c + 7min) (18-18)

Bz = -g-(7max 27$ T 27_r 7mjn)

B 4 — xV^max “ 47$ + 67c — 47_a + 7min)

The harmonic distortion is defined as

D t =
|B 2

7)
- 15 31

3
=m D 4 -

15.

IB1I "'“IB,
|

l-Bi

where D a (s = 2, 3, 4, . . .) represents the distortion of the sth harmonic.

(18-19)

Power Output If the distortion is not negligible, the power delivered at

the fundamental frequency is

Pi = (18-20)

However, the total power output is

P = (Bj 2 + B 2
2 + B 3

2 + •

•) ^ = (1 + B>2 2 + Bs 2 + • • -)Pi

or

P = (1 + D 2)Pi (18-21)

where the total distortion
,
or distortion factor

,
is defined as

D m VDS + IV + IV + • (18-22)
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If the total distortion is 10 percent of the fundamental, then

P =
[1 + (0.1)

2]Pi = l.OlPi

The total power output is only 1 percent higher than the fundamental power
when the distortion is 10 percent. Hence little error is made in using only
the fundamental term Pi in calculating the power output. Considerable error

may be made, however, if Eq. (18-5), rather than Eq. (18-20), is used to calcu-
late the power. The former is based on the assumption that the fundamental
component Pi may be calculated from Eq. (18-12) rather than from the more
accurate formula (18-18).

In passing, it should be noted that the total harmonic distortion is not
necessarily indicative of the discomfort to someone listening to music. Usu-
ally, the same amount of distortion is more irritating, the higher the order of
the harmonic frequency.

18-4 THE TRANSFORMER-COUPLED AUDIO POWER AMPLIFIER

If the load resistance is connected directly in the output circuit of the power
stage, as shown in Fig. 18-1, the quiescent current passes through this resis-

tance. This current represents a considerable waste of power, since it does not
contribute to the ac (signal) component of power. Furthermore, it is generally
inadvisable to pass the dc component of current through the output device, for

example, the voice coil of a loudspeaker. For these reasons an arrangement
using an output transformer is usually employed, as in Fig. 1S-4. Although
the input circuit also contains a transformer, it is possible to feed the excitation
to the power stage through an RC coupling.

Impedance Matching To transfer a significant amount of power to a
load such as a loudspeaker with a voice-coil impedance of 5 to 15 12, it is neces-
sary to use an output matching transformer. This follows from the fact that

Fig. 18-4 A transformer-

coupled transistor output

stage.
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the internal device resistance may be very much higher than that of the

speaker, and so most of the power generated would be lost in the active device.

The impedance-matching properties of an ideal transformer follow from

the simple transformer relations

y1= ^y2 and Ii=w J * (18-23)
Jy 2 iVi

where Vi {V 2) = primary (secondary) voltage

1 1 (1 2)
= primary (secondary) current

Ni (N 2) = number of primary (secondary) turns

When N 2 < Nu these equations show that the transformer reduces the voltage

in proportion to the turns ratio n = N 2/N x and steps the current up in the same

ratio. The ratio of these equations yields

II = 111
Ii n 2 U

Since, however, Vi/h represents the effective input resistance R'l,
whereas

V 2/1 2 is the output resistance RL) then

R'l = -
2
Rl (18-24)

n 2

Maximum Power Output A practical problem is to find the transformer

turns ratio n (for a given value of Rl) in order that the power output be a

maximum for a small allowable distortion. This problem is solved graphically

as follows: First the quiescent operating point Q is located, taking into con-

sideration the bounds discussed in Sec. 9-1 and indicated in Fig. 9-2. The

quiescent current is Ic = Pc/Vc, where Pc is the value of collector dissipation

specified by the manufacturer, and Vc is a value of quiescent collector voltage

which locates Q somewhere near the center of the Vce scale. The choice of

Vc is somewhat arbitrary, but is subject to the restriction that Vce must be

less than Vc ,

m

ax even if the transistor is driven to cutoff. For the transis-

tor whose characteristics are plotted in Fig. 18-5, the manufacturer specifies

pc = 10 W and VCE,max
~ 30 V. A reasonable quiescent point Q is deter-

mined to be Vc = —7.5 V and Ic = —1.1 A. A static load line passing

through this Q point with a slope corresponding to the small transformer dc

primary resistance plus the small value of R e is shown in Fig. 18-5a. The

intersection of this line with the voltage axis gives the required power-supply

voltage Vcc-

The base current at the Q point is seen to be — 15 mA. If we were to drive

the transistor too close to cutoff, an unacceptable amount of distortion would

result. Hence the peak-to-peak voltage swing vbe is limited to 140 mV. We
are here assuming that the input transformer in Fig. 18-4 represents voltage

drive for the power transistor and that the source resistance Rs reflected into

the secondary circuit of the input transformer is negligible. From the input
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(a)

Fig. 18-5 (a) The collector characteristics for a power transistor. A static load
line for a transformer-coupled load is indicated. Also shown are load lines for

dynamic resistances of 10 and 20 S2. (b) The input characteristic.

characteristic of Fig. 18-56 we see that the corresponding base current extremes
are Ib.m**. = —30 mA and lb, min = — 6.5 mA. Note that the input current
swing is not symmetric with respect to the quiescent point IB = — 15 mA. In
Sec. 8-1 we show that the nonsymmetric base current swing compensates for
the nonsymmetric collector voltage swing, and thus we have less distortion with
voltage drive than with current drive. If the effect of Rs is not negligible, the
input characteristic of Fig. 18-56 must be modified by constructing the dynamic
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Fig. 18-6 Power output and

distortion for the transistor

of Fig. 18-5 as a function of

load resistance.

Load resistance H'L , a

input characteristic corresponding to the given R s ,
as discussed in Sec. 4-1 and

Fig. 4-2.

A series of load lines are drawn through Q for different values of R'l . The
two indicated in Fig. 18-5a correspond to R'l = 10 and 20 12. For each such

load line the dynamic transfer characteristic of Fig. 18-3 is constructed using

Fig. 18-5a and 5, and the output power and distortion are calculated using the

formulas in Sec. 18-3. For example, we see from Fig. 18-55 that when the

input excitation voltage is at its maximum, the base current is IB = —30 mA,
and from Fig. 18-5a and the R'l = 20 12 load line, the maximum collector cur-

rent is Ic , max = —1.45 A. Similarly, we obtain the value IC \
= —1.35 A by

noting from Fig. 18-55 that Ib = —21 mA when the input excitation voltage is

at half its positive swing, or 35 mV above the Q point. The intersection of the

load line R'l = 20 12 with the /& = —21 mA base current line in Fig. 18-5a

results in 7Cj
= —1.35 A. The results of such calculations are plotted in

Fig. 18-6.

For R'l very small, the voltage swing, and hence the power output P,

approach zero. For R'l very large, the current swing is small, and again P
approaches zero. Therefore, in Fig. 18-6 the plot of P versus R'l has a maxi-

mum. Note also that this maximum is quite broad. By choosing R'l = 15 12,

a total distortion of less than 10 percent is obtained with a power output of

2.1 W, a value which is only 20 percent less than 2.5 W, the peak power possible.

18-5 EFFICIENCY

The various components of power in an amplifier circuit are now examined.

Suppose that the stage is supplying power to a pure resistance load. The
average power input from the dc supply is VCcIc . The power absorbed by
the output circuit is Ic 2Ri + 7C7C ,

where Ic and Vc are the rms output current

and voltage, respectively, and wdiere Pi is the static load resistance. If Pd
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denotes the average power dissipated by the active device, then, in accordance
with the principle of the conservation, of energy,

Vcdc = Ic 2R\ + LVC + PD (18-25)

Since, however,

Vcc = Vc + IcRi

PD may be written in the form

Pd = VcIc - VJC (18-26)

If the load is not a pure resistance, VCIC must be replaced by VCIC cos Q
,

where cos 6 is the power factor of the load.

Equation (18-26) expresses the amount of power that must be dissipated
by the active device. It represents the kinetic energy of the electrons which
is converted into heat upon bombardment of the- collector by these electrons.

If the ac power output is zero, i.e., if no applied signal exists, then PD has its

maximum value of Vdc . Otherwise, the heating of the device is reduced
by the amount of the ac power converted by the stage and supplied to the load.

Hence a device is cooler when delivering power to a load than when there is

no such ac power transfer. Obviously, then, the maximum dissipation is

determined by the zero-excitation value.

Conversion Efficiency 2 A measure of the ability of an active device to

convert the dc power of the supply into the ac (signal) power delivered to

the load is called the conversion efficiency
,
or theoretical efficiency . This figure

of merit, designated ??, is also called the collector-circuit efficiency for a transistor

amplifier. By definition, the percentage efficiency is

s signal power delivered to load
V ~~

dc power supplied to output circuit
X

In general,

__
2
R'l v inncvV

Vccilc + B.)
X 100%

If the distortion components are negligible, then

,.*^ xl00% , 50i^ % as.29)

The collector-circuit efficiency differs from the overall efficiency because the
power taken by the base is not included in the denominator of Eq. (18-28).

Maximum Value of Efficiency It is possible to obtain an approximate
expression for tj if certain idealizations are made in the characteristic curves.
These assumptions, of course, introduce errors in the analysis. However, the
results permit a rapid estimate to be made of the numerical value of v and, in

(18-27)

(18-28)
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Fig. 18-7 Pertaining to the calcula-

tion of the conversion efficiency of

an ideal distortionless amplifier.

particular, furnish an upper limit for this figure of merit. It is assumed that

the static curves are equally spaced in the region of the load line for equal

increments in excitation (base current). Thus, in Fig. 18-7, the distance from

1 to Q is the same as that from Q to 2. It is also assumed that the excitation

is such as to give zero minimum current. The construction in Fig. 18-7 may
be used to analyze either a series-fed or a transformer-fed load. The only

difference between the two circuits is that the supply voltage VCc equals Fmax

in the series-fed case, whereas VCc is equal to the quiescent voltage Vc (on the

assumption that the static dc drop is negligible) in the transformer-coupled

amplifier. The reader should compare Fig. 18-7 with Figs. 18-2 and 18-5.

Under the foregoing idealized conditions,

Ic = Im and Vm

so that Eq. (18-29) becomes

V — V •v max v min

2

25(Fmax Fmin) qj
71
=

V7c
% (18-30)

The type of coupling used must now be taken into account

load, I cc = Fmaxj and

_ 25 (Fmax Vm in) w
T) ~ y %

f max

This result indicates that the upper limit of the conversion efficiency is 25 per-

cent, and even this low value is approached only if Vmin is negligible compared

with Fmax .

If the load is coupled to the stage through a transformer, then

For the series-fed

(18-31)

Vcc = Vc = Umax + V„

2

and Eq. (18-30) reduces to

>-r\
Vmax Fmin

V = o0 y , y ,

f max ~ y mill
% (18-32)
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This result shows that the upper limit of the theoretical efficiency for a trans-
former-coupled power amplifier is 50 percent, or twice that of the series-fed

circuit. For a transistor amplifier ym in occurs near the saturation region, and
hence Vmin Fmaxj and the collector-circuit efficiency may approach the upper
limit of 50 percent.

The numerical value of the conversion efficiency must be calculated from
Eq. (18-28). The use of Eqs. (18-31) and (18-3 2),may lead to large errors in 77

since these equations are derived using the highly idealized conditions indicated
in Fig. 18-7.

18-6 PUSH-PULL AMPLIFIERS 3

A great deal of the distortion introduced by the nonlinearity of the dynamic
transfer characteristic may be eliminated by the circuit shown in Fig. 18-8,

known as a push-pull configuration. In the circuit the excitation is introduced
through a center-tapped transformer. Thus, when the signal on transistor

Q 1 is positive, the signal on Q2 is negative by an equal amount. Any other
circuit that provides two equal voltages which differ in phase by 180° may be
used in place of the input transformer.

Consider an input signal (base current) of the form ibi = Ibm cos cot

applied to Q 1 . The output current of this transistor is given by Eq. (18-16)
and is repeated here for convenience:

ii = Ic + B0 + £1 cos cot + B 2 cos 2cot + B 3 cos 3coZ + • •
• (18-33)

The corresponding input signal to Q2 is

ib2 = ~ibl = Ibm COS (cot + 7r)

The output current of this transistor is obtained by replacing cot by cot + tt in

the expression for i lm That is,

^((ot) = ii(cot + tt) (18-34)
whence

ii = Ic + B0 + B i cos (cot + 7r) + B 2 cos 2 {cot + 7r) + • • •

which is

ii = Ic B0
— B i cos cot + B 2 cos 2cot — B 3 cos 3co/ + • •

• (18-35)

As illustrated in Fig. 18-8, the current ii and i2 are in opposite directions
through the output-transformer primary windings. The total output current
is then proportional to the difference between the collector currents in the
two transistors. That is,

i = Jc(ii - i2)
= 2k(Bi cos cot + B z cos Scot + • •

•) (18-36)

This expression shows that a push-pull circuit will balance out all even har-
monics in the output and will leave the third-harmonic term as the principal
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Fig. 18-8 Two transistors in a push-pull arrangement.

source of distortion. This conclusion was reached on the assumption that the

two transistors are identical. If their characteristics differ appreciably, the

appearance of even harmonics must be expected.

The fact that the output current contains no even-harmonic terms means

that the push-pull system possesses “half-wave,” or “mirror,” symmetry, in

addition to the zero-axis symmetry. Half-wave symmetry requires that the

bottom loop of the wave, when shifted 180° along the axis, will be the mirror

image of the top loop. The condition of mirror symmetry is represented math-

ematically by the relation

i(a)t) = 7r) (18-37)

If o)t + 7T is substituted for ut in Eq. (18-36), it will be seen that Eq. (18-37)

is satisfied.

Advantages of a Push-Pull System Because no even harmonics are

present in the output of a push-pull amplifier, such a circuit will give more

output per active device for a given amount of distortion. For the same

reason, a push-pull arrangement may be used to obtain less distortion for a

given power output per transistor.

Another feature of the push-pull system is evident from an inspection of

Fig. 18-8. It is noticed that the dc components of the collector current

oppose each other magnetically in the transformer core. This eliminates any

tendency toward core saturation and consequent nonlinear distortion that

might arise from the curvature of the transformer magnetization curve.

Another advantage of this system is that the effects of ripple voltages that may
be contained in the power supply because of inadequate filtering will be

balanced out. This cancellation results because the currents produced by

this ripple voltage are in opposite directions in the transformer winding, and

so will not appear in the load. Of course, the power-supply hum will also

act on the voltage-amplifier stages, and so will be part of the input to the power

stage. This hum will not be eliminated by the push-pull circuit.
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18-7 CLASS B AMPLIFIERS 3

The circuit for the class B push-pull system is the same as that for the class
A system except that the devices are biased approximately at cutoff. The
transistor circuit of Fig. 18-8 operates class B if R 2 = 0 because a silicon tran-
sistor is essentially at cutoff if the base is shorted to the emitter (Sec. 5-9).
The advantages of class B as compared with class A operation are the following:
It is possible to obtain greater power output, the efficiency is higher, and there
is negligible power loss at no signal. For these reasons, in systems where the
power supply is limited, such as those operating from solar cells or a battery,
the output power is usually delivered through a push-pull class B transistor
circuit. The disadvantages are that the harmonic distortion is higher, self-

bias cannot be used, and the supply voltages must have good regulation.

Power Considerations To investigate the conversion efficiency of the
system, it is assumed, as in Sec. 18-5, that the output characteristics are equally
spaced for equal intervals of excitation, so that the dynamic transfer curve
is a straight line. It is also assumed that the minimum current is zero. The
graphical construction from which to determine the output current and voltage
waveshapes for a single transistor operating as a class B stage is indicated in
Fig. 18-9. Note that for a sinusoidal excitation the output is sinusoidal during
one-half of each period and is zero during the second half cycle. The effective
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load resistance is R'L = (Ni/N 2)
2Rl- This expression for R'L is the same as

that in Eq. (18-24), where now Ni represents the number of primary turns

to the center tap (Fig. 18-8).

The waveforms illustrated in Fig. 18-9 represent one transistor Ql only.

The output of Q2 is, of course, a series of sine loop pulses that are 180° out of

phase with those of Ql. The load current, which is proportional to the differ-

ence between the two collector currents, is therefore a perfect sine wave for

the ideal conditions assumed. The power output is

P = = 4jr (Vcc ~ Fmin) (18-38)

The corresponding direct collector current in each transistor under load is the

average value of the half sine loop of Fig. 18-9. Since I dC — Im. w for this

waveform, the dc input power from the supply is

p. = 2 (18-39)

The factor 2 in this expression arises because two transistors are used in the

push-pull system.

Taking the ratio of Eqs. (18-38) and (18-39), we obtain for the collector-

circuit efficiency

’-£ xioo -l'fe — i(
1 - fe) xioo% <is-40>

This expression shows that the maximum possible conversion efficiency is

25tt = 78.5 percent for a class B system compared with 50 percent for class A
operation. For a transistor circuit where Vmin « VCc, it is possible to approach

this upper limit of efficiency. This large value of 77 results from the fact that

there is no current in a class B system if there is no excitation, whereas there is

a drain from the power supply in a class A system even at zero signal. We
also note that in a class B amplifier the dissipation at the collectors is zero

in the quiescent state and increases with excitation, whereas the heating of

the collectors of a class A system is a maximum at zero input and decreases

as the signal increases. Since the direct current increases with signal in a

class B amplifier, the power supply must have good regulation.

The collector dissipation Pc (in both transistors) is the difference between

the power input to the collector circuit and the power delivered to the load.

Since Im = Vm/R
f

L}

Pc =
2 VccVm
IT R'L

Ym 2

2R'l
(18-41)

This equation shows that the collector dissipation is zero at no signal (Vm = 0),

rises as Vm increases, and passes through a maximum at Vm = 2VCc/^ (Prob.
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18-15). The peak dissipation is found to be

P _ 2VCc
2

c -max ~
1pr[ (18-42)

The maximum power which can be delivered is obtained for Vm = CCc (if
T”min = 0), Or

p —± mn-v —

Hence
2R'l

C, max = — P
9 1 rr

TT
1

0.47>,r

(18-43)

(18-44)

If, for example, we wish to deliver 10 W from a class B push-pull amplifier, then
-Pc, max = 4 W, or we must select transistors which have collector dissipations
of approximately 2 W each. In other words, we can obtain a push-pull output
of five times the specified power dissipation of a single transistor On the
other hand, if we paralleled two transistors and operated them class A to
obtain 10 W out, the collector dissipation of each transistor would have to be
at least 10 W (assuming 50 percent efficiency). This statement follows from
t e fact that 7\- - P„/v = 10/0.5 = 20 W. This input power must all be
dissipated in the two collectors at no signal, or Pc = 10 W per transistor.
Hence at no excitation there would be a steady loss of 10 W in each transistor,
whereas in class B the standby (no-signal) dissipation is zero. This example
clearly indicates the superiority of the push-pull over the parallel configuration.

Distortion The output of a push-pull system always
symmetry (Sec. 18-6), so that Ic = 0, 7max = -7min ,

and L
these circumstances, Eqs. (18-18) reduce to

possesses mirror

= Under

B0 - B, = B 4 = 0 B x = |-(7max + .g b 3 = i(Ia ax - 2/j)

(18-45)

Note that there is no even-harmonic distortion. The principal contribution
to distortion is the third harmonic, given by D , = |JJ 8

|

/jflj j. The values 7max
and 7j are found as follows: A load line corresponding to R'L = (N\/N 2)

2RL is
drawn on the collector characteristics through the point Ic = 0 and VCE = Vcc.

If the peak base current is IB , then the intersection of the load line with the
IB curve is 7max and with the ID '2 characteristic is I

it as indicated in Fig. 18-9.
The power output, taking distortion into account, is

P /i I n 2\ BJR’lP - (l+Di) —g- (18_46)

Special Circuits 4 A class B configuration which dispenses with the out-
put transformer is shown in Fig. 18-10. This arrangement requires a power
supply whose center tap is grounded, a condition which is not difficult to obtain.
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Fig. 18-10 A class B push-

pull circuit which does not

use an output transformer.

A circuit that requires neither an output nor an input transformer is shown

in Fig. 18-11. This arrangement uses transistors having complementary sym-

metry (one n-p-n and one p-n-p type). The difficulty with the circuit is that

of obtaining matched complementary transistors. If there is an unbalance in

the characteristics of the two transistors in Fig. 18-11 (or also in Figs. 18-8

and 18-10), considerable distortion will be introduced; even harmonics will no

longer be canceled. Very often negative feedback is used in power amplifiers

to reduce nonlinear distortion.

18-8 CLASS AB OPERATION

In addition to the distortion introduced by not using matched transistors and

that due to the nonlinearity of the collector characteristics, there is one more

source of distortion, that caused by nonlinearity of the input characteristic.

As pointed out in Sec. 5-9 and Fig. 5-16, no appreciable base current flows

until the emitter junction is forward-biased by the cutin voltage Vy ,
which is

0.1 V for germanium and 0.5 V for silicon (Table 5-1). Under these circum-

stances a sinusoidal base-voltage excitation will not result in a sinusoidal output

current.

The distortion caused by the nonlinear transistor input characteristic is

Fig. 18-11 A push-pull

circuit using transistors hav-

ing complementary sym-

metry.
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Fig. 18-12 Crossover distortion.

indicated in Fig. 18-12. The iu-Vn curve for each transistor is drawn, and
the construction used to obtain the output current (assumed proportional to
the base current) is shown. In the region of small currents (for vD < l'Y) the
output is much smaller than it would be if the response were linear. This
effect is called crossover distortion. Such distortion would not occur if the
driver were a true current generator, in other words, if the base current (rather
than the base voltage) were sinusoidal.

To minimize crossover distortion, the transistors must operate in a class
AB mode, where a small standby current flows at zero excitation. In the
circuit of Fig. 18-8, the voltage drop across R 2 is adjusted to be approximately
equal to Vy . Class AB operation results in less distortion than class B,but
the price which must be paid for this improvement is a loss in efficiency and
waste of standby power. The calculations of the distortion components in a
class AB or class A push-pull amplifier due to the nonlinearity of the collector
characteristics is somewhat involved since it requires the construction of com-
posite output curves for the pair of transistors. 5

A practical class AB power amplifier is shown in Fig. 18-13. In this
circuit the input transformer is replaced by the CA 3007 integrated circuit
audio driver. The IC driver is a balanced differential circuit with either
single-ended or differential input and two push-pull emitter-follower outputs
(pins 8 and 10). The CA 3007 is ac-coupled, and it does not affect the biasing
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Fig. 18-13 A low-power (30-mW) class AB amplifier system. (Cour-

tesy of RCA, Electronic Components and Devices.)

of the output stage, which is set by the diodes D 1, D2 ,
and resistors Rh R 2 ,

and

R e . This power amplifier provides 30 mW output power for an audio input

of 6.5 mV of signal voltage.

Integrated Circuit Power Amplifier The amplifier shown in Fig. 18-14

is a monolithic integrated circuit (IC) power amplifier. The MC 1554 is

Fig. 18-14 A 1-W monolithic power amplifier system.

(Courtesy of Motorola Semiconductor Products, Inc.)
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designed to amplify signals as high as 300 kHz and to deliver 1 W of power to
a directly or capacitively coupled load. The component values shown result in
total harmonic distortion at 1 kHz of less than 1 percent at 1-W output power
into an 8-12 load. When this device is used, care must be exercised to lay out
the circuit properly and to avoid stray coupling or feedback from the output
to the input, which may result in oscillations. To avoid oscillations, the input
cable must be shielded and the compensating network R 3 ,

C 5 must be connected
from the output pin to ground. The R 2 , C3 network is a decoupling network
used to cancel the effects of the inductance of the power-supply leads. The
load can be d-c coupled provided a split power supply is used.

The circuit diagram of a 20-W amplifier7
is shown in Fig. 18-15. TheMC 1533 operational amplifier drives the complementary output transistors,

and in the absence of an input signal, the output at pin 5 is zero volts, thus
biasing the output transistors class B. The crossover distortion is eliminated
by the use of negative feedback from the output to the input. The rated out-
put power into a 4-fl load is 20 W with less than 0.7 percent harmonic distor-
tion. The frequency response is down 1.5 dB at 20 kHz, and the sensitivity
for rated output power is 1 V rms input. The efficiency at rated power is
54 percent.

18-9 REGULATED POWER SUPPLIES

An ideal regulated poioer supply is an electronic circuit designed to provide a
predetermined dc voltage VQ which is independent of the current IL drawn
from V0} of the temperature, and also of any variations in the ac line voltage.
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An unregulated power supply consists of a transformer, a rectifier, and a filter,

as shown in Figs. 4-19 and 4-23.

There are three reasons why an unregulated power supply is not good
enough for many applications. The first is its poor regulation; the output
voltage is not constant as the load varies. The second is that the dc output
voltage varies with the ac input. In some locations the line voltage (of

nominal value 115 V) may vary over as wide a range as 90 to 130 V, and
yet it is necessary that the dc voltage remain essentially constant. The third

reason is that the dc output voltage varies with the temperature, particularly

because semiconductor devices are- used. The feedback circuit shown in Fig.

18-16 is used to overcome the above three shortcomings, and also to reduce the
ripple voltage. Such a system is called a regulated power supply * From
Fig. 18-16 we see that the regulated power supply represents a cause of voltage-

series feedback. If we assume that the voltage gain of the emitter follower

Q1 (Ql is also called the pass element) is approximately unity, then V' ~ V0 and

V'0 = A v Vi = A v (Vr - pV0) « Vo (18-47)

where the feedback factor is

R2

Ri -j- R 2

From Eq. (18-47) it follows that

Av
Vo = VR

1 + /3Av

(18-48)

(18-49)

Pass element

Fig. 18-16 Regulated power supply system.
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The output voltage V0 can be changed by varying the feedback factor 0 .

The emitter follower Ql is used to provide current gain, because the current

delivered by the amplifier A v usually is not sufficient. The dc collector voltage

required by the error amplifier A v is obtained from the unregulated voltage.

Stabilization Since the output dc voltage V0 depends on the input

unregulated dc voltage Vi} load current IL} and temperature T, then the change

AV0 in output voltage of a power supply can be expressed as follows:

at/ dVu a t/ _l dF0 T dVo m^v°
= wYVi + wAlL + ^r AT

or

AVo = AV{ + R0 AII "h AT

where the three coefficients are defined as

(18-50)

AV0 |

Input regulation factor: Sv = 7-^ U^ = o
At, kr=o (18-51)

AV0 1

Output resistance: R0 = -r^ Uv,-=o
^ AIL 0

(18-52)

AV 1

Temperature coefficient: St = -ttf Uf,=o
AI |a/*, = 0

(18-53)

The smaller the value of the three coefficients, the better the regulation

of the power supply. The input-voltage change AVi may be due to a change
in ac line voltage or may be ripple because of inadequate filtering.

18-10 SERIES VOLTAGE REGULATOR

The physical reason for the improvement in voltage regulation with the circuit

of Fig. 18-16 lies in the fact that a large fraction of the increase in input volt-

age appears across the pass element, so that the output voltage tries to remain
constant. If the input increases, the output must also increase (but to a

much smaller extent), because it is this increase in output that acts to bias the

pass transistor toward less current. This stabilization is demonstrated with

reference to Fig. 18-17 where Q2 is the comparison amplifier designated A v in

Fig. 18-16, and where the battery VR is replaced by the breakdown diode D.
Here a fraction of the output voltage &V0 is compared with the reference

voltage VR . The difference j3Y0 — VR is amplified by Q2f If the input volt-

age increases by AV

i

(say, because the power-line voltage increases), then V0

need increase only slightly, and yet Q2 may cause a large current change in # 3 .

Thus it is possible for almost all of AV

i

to appear across #3 (and since the base-

to-emrtter voltage is small, also across Ql) and for V0 to remain essentially

constant. These considerations are now made more quantitative.
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Fig. 18-17 A semiconductor-regulated power supply. The series pass

element or series regulator is Q] ,
the difference amplifier is Q2, and

the reference avalanche diode is D.

Simplified Analysis From Fig. 18-17 the output dc voltage V0 is given by

V. = Yb + VDE , + ^ V0
XLl “h XL

2

or using Eq. (18-48) for /?

h
r

0 = (Ffl + Vbe2) ^1 + = (VR + V/iE2)/P (18-54)

Hence a convenient method for changing the output is to adjust the ratio

R 1/R 2 by means of a resistance divider as indicated in Fig. 18-17.

An approximate expression for Sv (sufficiently accurate for most appli-

cations) is obtained as follows: The input-voltage change is very much
larger than the output change vQ . Also, by the definition of Eq. (18-51),

A/L = 0, and to a first approximation we can neglect the ac voltage drop

across r0 . Hence A Vi = v- appears as shown in Fig. 18-18. Neglecting the

Fig. 18-18 Analysis of the series-regulated power supply.
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small change in base-to-emitter voltage of Q 1, the current change AI ~ i in

Rz is given by

Vi " Vo _ Vi_

Rz Rz
(18-55)

Since RL is fixed, constant output voltage requires that IL ,
and hence IB i,

remain constant. Hence, for constant IB i,

i = Alc2 = ic2 (18-56)

In Prob. 18-23 we find, for small values of Rz, that ic2 = Gmv0 where

Gm = h
R 2

fe2
Ri + R 2 (Ei||E 2 ) + hie2 + (1 + h,fe2)Rz

(18-57)

where Rz is the dynamic resistance of the Zener diode. Using Eqs. (18-55) to

(18-57), we find, since Vi « iciRz,

= Vo = 1

Vi GmRz
(18-58)

In Prob. 18-24 the output resistance R0 of the circuit of Fig. 18-18 is found
to be

r0 + (Rz + hu0/(1 + hfe i)

1 + Gm (Rz + To)
(18-59)

where Gm = id/vo is obtained from Eq. (18-57). A design procedure is indi-

cated in the following illustrative example.

EXAMPLE (a) Design a series-regulated power supply to provide a nominal

output voltage of 25 V and supply load current IL < 1 A. The unregulated

power supply has the following specifications: F,- = 50 ± 5 V and r 0 = 10 ft.

(6) Find the input regulation factor S v . (c) Find the output resistance R 0 . (d)

Compute the change in output voltage AF0 due to input-voltage changes of +5 V
and load current IL variation from zero to 1 A.

Solution a. Select a silicon reference diode with VR ~ V0/2. Two 1N755 diodes

in series provide VR = 7.5 + 7.5 = 15 V and Rz = 12 ft at Iz = 20 mA. Refer

to Figs. 18-18 and 18-19. Choose IC2 ~ Ie% = 10 mA. The Texas Instruments

2N930 silicon transistor can provide the collector current of 10 mA. For this

transistor the manufacturer specifies Ic, max = 30 mA and VCe, max = 45 V.

At Ic-i = 10 mA, the following parameters were measured:

hpE2 = 220 hfe 2 — 200 hici = 800 £2

Choose lo = 10 mA, so that Dl, D2
}
operate at Iz = 10 -b 10 = 20 mA. Then

Rd =
Va
- VR 25 - 15

1 K
Id 10
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The ratio Ei/E 2 may be found from Eq. (18-54). Each resistor is determined
as follows:

T Ic 2 10 mA

Since we require /i» IB i, we select h = 10 mA; then, since Ybe = 0.7 V,

V 2 = Vbe2 + Vr = 15.7 V

- 930 a
h 10 X 10~ 3

h 10 x 10-
1,570 Q

If we select the Texas Instruments 2N1722 silicon power transistor for Ql, we
measure at IC \ — 1 A the following parameters:

^fei — 125 hfe i
= 100 hid = 20 12

We thus have

r
IL + h + Id 1,000 + 10 + 10 0 .

Ibi = = — — 8 m

A

hpE]. 125

The current I through resistor Rz is I = Ibi + let = 8 + 10 = 18 mA. The
value for Rz corresponding to 7* = 45 and to IL = 1 A is given by

at ,
y, - (7,w + y.) , 50-26.7 _

/ 18 X 10~3
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The complete circuit is shown in Fig. 18-19.

b. FromEq. (18-58) we find

2.50 584 + 800 + (201) (12)

1.57
X

(200) (1,350)
0.022

c. The output resistance is found from Eqs. (18-58) and (18-59). Since

Gm = YvR 3

=
0.022 X 1,350

= °-033

, = 10 + (1,350 + 20)/101
_

“
1 + (0.033) (1,350 + 10)

“

d. The net change in output voltage, assuming constant temperature, is

obtained using Eq. (18-50):

A Vo = Sr AVi + R 0Ml = 0.022 X 10 + 0.51 X 1 = 0.22 + 0.51 = 0.73 V

The circuit designed in this example was built in the laboratory, and excellent

agreement between measured and calculated values was obtained.

Very often it is necessary to design a power supply with much smaller

value for Sv- From Eq. (18-58) we see that Sv can be improved if R 3 is

increased. Since R 3 ~ (V* — V0)/I, we can increase R$ by decreasing I. The
current I can be decreased by using a Darlington pair (Fig. 8-29) for Q 1.

For even greater improvement in Sv , Rz is replaced by a constant-current

source (so that Rz —» «>), as shown in Fig. 18-20 (see also Sec. 15-3). For this

circuit, which incorporates a Darlington pair, values of Sv = 0.00014 and
R0 = 0.1 ft have been obtained. 9 The constant-current source in Fig. 18-20 is

often called a transistor preregulator. Other types of preregulators (Prob.

18-28) are possible. 9 The 0.01-juF capacitor in Fig. 18-20 is added to prevent

high-frequency oscillation.

Practical Considerations The maximum dc load current of the power
supply shown in Fig. 18-18 is restricted by the maximum allowable collector

current of the series transistor. The difference between the output and input

voltages of the regulator is applied across Q 1, and thus the maximum allow-

able Vce for a given Q 1 and specified output voltage determines the maximum
input voltage to the regulator. The product of the load current and VCe is

approximately equal to the power dissipated in the pass transistor. Conse-

quently, the maximum allowable power dissipated in the series transistor further

limits the combination of load current and input voltage of the regulator.

The reverse saturation current ICoi of Ql in Fig. 18-18 plays an important

role in determining the minimum load of the regulator. If IB i
= 0, then

Ici = —Iei = W1 + ^FE l)
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Fig. 18-20 Typical series regulator using preregulator and Darlington pair. (Cour-

tesy of Texas Instruments, Inc.)

Hence, if the emitter current of Q1 (II + Id + h) falls below ICoi (1 + hFE i),

then Vcei cannot be controlled by IIih and the regulator cannot function

properly. We thus see that, at high temperatures, where ICo and hFE are high,

the regulator may fail when the load current falls below a certain minimum
level. Various techniques have been proposed 10 to reduce this minimum-load

restriction due to ICo - The 30-K resistor in Fig. 18-20 is added to allow opera-

tion at low load currents.

A power supply must be protected further from the possibility of damage

through overload. In simple circuits protection is provided by using a fusible

element in series with r0 . In more sophisticated equipment the series transis-

tor is such that it can permit operation at any voltage from zero to the maxi-

mum output voltage. In case of an overload or short circuit, the circuit of

Fig. 18-21 can provide protection. Here the diodes D 1, D 2 are nonconducting

until the voltage drop across the sensing resistor Rs exceeds their forward

threshold voltage V y . Thus, in the case of a short circuit, the current Is would

increase only up to a limiting point determined by

J _ Vyl + Vy2 — VBE1
Is ~ RS

Under short-circuit conditions the load current would be, approximately,

t Ft . Vyi + Vyo — V BEl
L ~

TT» Rs
(18-60)
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Fig. 18-21 Short-circuit overload-protection circuit.

Finally, an important practical consideration is the variation in output
voltage with temperature. From Eq. (18-54) we see that, approximately,

AVC ^ (AVr j AVjiEt\ / 1 ,

i2i\

AT ~
\ AT ' AT ) y +

Rl) (18-61)

Thus cancellation of temperature coefficients between the reference diode
D 1 and the transistor Q2 can result in a very low AV0/'ST. The GE reference
amplifiers RA-1, RA-2, and RA-3 have been designed for this purpose. They
are integrated devices composed of a reference diode and n-p-n transistor in
a single chip. Typical temperature coefficients for these units are better than
+ 0.002 percent/°C.

18-11 MONOLITHIC REGULATORS 11

The voltage regulator of Fig. 18-16 can be fabricated on a single silicon chip,
thus offering all the benefits derived from integrated circuits: low cost, high
performance, small size, and ease of use. Using monolithic regulators, it is

possible to distribute unregulated voltage through electronic equipment and
provide regulation locally, for example, on individual printed circuit (PC)
boards. Among the advantages of this approach are greater flexibility in
voltage levels and regulation for individual stages and improved isolation and
decoupling of these stages. Monolithic regulators are available that operate
in the voltage range from 0 to 1,000 V, and with external pass elements the
current range extends to 60 A or more.

The circuit of a monolithic regulator is substantially more complex than
the discrete configuration of Fig. 18-20. The added complexity is due to the
fact that a multitransistor differential amplifier is used to provide the amplifica-
tion A v shown in Fig. 18-16, rather than a single transistor, as is the case in
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Fig. 18-20. In addition, the Zener reference voltage is compensated with the

use of proper circuitry so that it has zero temperature coefficient. Fortunately,

it is relatively easy to add transistors and diodes on a monolithic chip without

increasing significantly its cost.

An example of a 200-mA IC regulator is shown in Fig. 18-22. The
National Semiconductor Corporation LM 105 contains the voltage reference

and the error amplifier, as shown in Fig. 18-16. The external transistor

2N3740 increases the power-handling capacity of the IC to 200 mA, and the

output voltage is set by /rh and R 2 . A fraction of the output voltage is com-
pared by the error amplifier with an internal l.S-V reference. Any error is

amplified and used to drive the 2N3740 power transistor, which is the pass

element. Resistor Rs provides current limiting because the voltage drop

across it is applied to the emitter-to-base junction of a transistor in the IC.

When that transistor is turned on, it removes the drive from the pass element
2N3740, and the regulator output exhibits a constant-current characteristic;

that is, the output voltage drops to zero when the load current exceeds a pre-

determined value. When used with external pass elements, the tantalum
capacitor Ci must be used to suppress any oscillations and provide low output
impedance at high frequencies. External capacitor C 2 is used to compensate
the internal error amplifier and thus avoid instability.

The output voltage of the LM 105 is adjustable from 4.5 to 40 V, and the

output currents in excess of 10 A are possible by adding external series pass

transistors. Ripple rejection is 0.01 percent, and full-load regulation with

current limiting is 0.1 percent.

Rs

Fig. 18-22 A voltage regulator system using the LM 105 IC and with an

external pass transistor Q1 for 200-mA operation.
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18-12 THE FOUR-LAYER DIODE 12

In the remaining sections of this chapter we examine the p-n-p-n diode, the

silicon controlled switch, and the basic techniques used to control power with

these solid-state devices.

The p-n-p-n diode when biased with the anode positive has two stable

states. One is a very high resistance state, typically of the order of 100 INI,

and the other a very low resistance state, typically less than 10 S2. When
reverse-biased, this device acts like a typical p-n diode, having a very low

leakage current. The device consists of four layers of silicon doped alter-

nately with p- and n-type impurities, as shown in Fig. 18-23. Because of this

structure it is called a p-n-p-n (often pronounced “pinpin”) diode or switch.

The terminal P region is the anode, or p emitter, and the terminal N region is

the cathode, or n emitter. When an external voltage is applied to make the

anode positive with respect to the cathode, junctions Ji and / 3 are forward-

biased and the center junction J 2 is reverse-biased. The externally impressed

voltage appears principally across the reverse-biased junction, and the current

which flows through the device is small. As the impressed voltage is increased,

the current increases slowly until a voltage called the firing ,
or breakover

,

voltage Vbo is reached where the current increases abruptly and the voltage

across the device decreases sharply. At this breakover point the p-n-p-n diode

switches from its off (also called blocking) state to its on state.

In Fig. 18-24a, the p-n-p-n switch has been split into two parts which

have been displaced mechanically from one another but left electrically con-

nected. This splitting is intended to illustrate that the device may be viewed
as two transistors back to back. One transistor is a p-n-p type, whereas the

second is an n-p-n type. The N region that is the base of one transistor is the

collector of the other, and similarly for the adjoining P region. The junction J 2

is a common-collector junction for both transistors. In Fig. 18-246 the arrange-

ment in Fig. 18-24a has been redrawn using transistor-circuit symbols, and
a voltage source has been impressed through a resistor across the switch, giving

Cathode

(a)

K
9

Fig. 18-23 (a) A four-layer p-n-p-n diode;

(b) circuit symbol (resembles the numeral 4).

6
A

(b)
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Fig. 18-24 (a) The p-n-p-n diode is

redrawn to make it appear as two

interconnected “transistors.” (b)

The two interconnected transistors

are supplied current from a source

through a resistor.

Emitter

Anode

Base Collector

Transistor Q2

(a)

Transistor Ql

Collector

|

Base

J2 <^3

Cathode

Emitter

't

<»

rise to a current I. Collector currents IC \ and Ic-i for transistors Ql and Q2
are indicated. In the active region the collector current is given by

Ic = —olIe + Ico (18-62)

with IE the emitter current, ICo the reverse saturation current, and a the short-

circuit common-base forward current gain. We may apply Eq. (18-62), in

turn, to Ql and Q2. Since IE i = + 1 and IE2 - —I, we obtain

Ici = ct\I + Icoi (18-63)

ICl = ct 21 + 1 C02 (18-64)

For the p-n-p transistor ICo\ is negative, whereas for the n-p-n device Icoi is

positive. Hence we write Ico 2
= — Icoi = Ico/%- Setting equal to zero the

sum of the currents into transistor Ql, we have

1 + ICl ~ Ic2 = 0

Combining Eqs. (18-63) through (18-6o) we find

2 _ Ic02 ~ icoi _ Ico

1 — a\ — a-i 1 — ot\ — a 2

(18-65)

(18-66)

We observe that as the sum a\ + approaches unity, Eq. (18-66) indicates

that the current I increases without limit; that is, the device breaks over.

Such a development is not unexpected in view of t he regenerative manner
in which the two transistors are interconnected. The collector current of

Ql is furnished as the base current of Q2, and vice versa. When the p-n-p-n
switch is operating in such a manner that the sum an + a 2 is less than unity,
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the switch is in its off state and the current I is small. When the condition

on + oi 2 = 1 is attained, the switch transfers to its on state. The voltage
across the switch drops to a low value and the current becomes large, being
limited by the external resistance in series with the switch.

The reason why the device can exist in either of two states is that at

very low currents on and on may be small enough so that on + on < 1, whereas
at larger currents the a’s increase, thereby making it possible to attain the

condition ai + ol z = 1. Thus, as the voltage across the switch is increased

from zero, the current starts at a very small value and then increases because
of avalanche multiplication (not avalanche breakdown) at the reverse-biased

junction. This increase in current increases on and on. When the sum of
ihe small-signal avalanche-enhanced alphas equals unity

, on + a 2 = 1, breakover

occurs. At this point, the current is large, and on and might be expected
individually to attain values in the neighborhood of unity. If such were the

case, then Eq. (18-GO) indicates that the current might be expected to reverse.

What provides stability to the on state of the switch is that in the on state the
center junction becomes forward-biased. Now all the transistors are in

saturation and the current gain a is again small. Thus stability is attained
by virtue of the fact that the transistors enter saturation to the extent neces-
sary to maintain the condition an + = 1.

In the ox state all junctions are forward-biased, and so the total voltage
across the device is equal very nearly to the algebraic sum of these three

saturation junction voltages. The voltage drop across the center junction
J i is in a direction opposite- to the voltages across the junctions J 1 and J 3 .

This feature serves additionally to keep quite low (2VBEiSat — VCb,s& t ~ 1.0 V)
the total voltage drop across the switch in the on state.

The operation of the p-n-p-n switch depends, as we have seen, on the

fact that at low currents, the current gain a may be less than one-half, a
condition which is necessary if the sum of two ot’s is to be less than unity.

This characteristic of a is not encountered in germanium but is distinctive

of silicon, where it results from the fact that at low currents an appreciable
part of the current which crosses the emitter junction is caused by recombina-
tion of holes and electrons in the transition region rather than the injection of

minority carriers across the junction from emitter to base. In germanium
it is not practicable to establish on -f- a 2 < 1. Therefore germanium struc-

tures incline to settle immediately in the on state and have no stable off state.

Accordingly, germanium p-n-p-n switches are not available. We shall see in

the discussion below that the p-n-p-n structure and mechanism are basic to a
large number of other switching devices.

18-13 p-n-p-n CHARACTERISTICS

The volt-ampere characteristic of a p-n-p-n diode, not drawn to scale, is shown
in Fig. 18-25. When the voltage is applied in the reverse direction, the two
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/

Fig. 18-25 Volt-ampere characteristic of the p-n-p-n

diode.

outer junctions of the switch are reverse-biased. At an adequately large volt-

age, breakdown will occur at these junctions, as indicated, at the “reverse ava-

lanche” voltage VRA . However, no special interest is attached to operation in

this reverse direction.

When a forward voltage is applied, only a small forward current will flow

until the voltage attains the breakover voltage Vbo . The corresponding cur-

rent is Ibo- If the voltage V, which is applied through a resistor as in Fig.

18-24, is increased beyond VB o, the diode will switch from its off (blocked)

state to its on (saturation) state and will operate in the saturation region.

The device is then said to latch. If the voltage is now reduced, the switch will

remain on until the current has decreased to IH . This current and the cor-

responding voltage Vh are called the holding
,
or latching

,
current and voltage,

respectively. The current IH is the minimum current required to hold the

switch in its on state.

There are available p-n-p-n switches with voltages VBo in the range from
tens of volts to some hundreds of volts. The current Ibo is of the order, at

most, of some hundreds of microamperes. In this off range up to breakover,

the resistance of the switch is the range from some megohms to several hundred
megohms.

The holding current varies, depending on the type, in the range from sev-

eral milliamperes to several hundred milliamperes. The holding voltage is

found to range from about 0.5 to about 20 V. The incremental resistance

Rh in the saturation state is rarely in excess of 10 and decreases with increas-

ing current. At currents of the order of amperes (which can be sustained

briefly under pulsed operation), the incremental resistance may drop to as low

as some tenths of an ohm.
The switching parameters of the four-layer diode are somewhat tempera-

ture-dependent. A decrease in temperature from room temperature to — 60°C
has negligible effect on Vbo, but a temperature increase to +100°C will decrease

Vbo by about 10 percent. In decreases substantially with increase in tempera-

ture and increases to a lesser extent with decrease in temperature.
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Anode o-

E3
D1 P*C] D3

I A H k N
P ' N D2 P

AAA/ (p-

-Q Cathode

Fig. 18-26 p-n-p-n diode in off

state to illustrate the origin of the

rate effect.

Rate Effect We can see that the breakover voltage of a p-n-p-n switch

depends on the rate 12 at which the applied voltage rises. I 11 Fig. 18-26 we

have represented the switch in the off state as a series combination of three

diodes, two forward-biased and the center one reverse-biased. Across this

latter diode we have placed a capacitance which represents the transition

capacitance across this reverse-biased junction. When the applied voltage v

increases slowly enough so that the current through C may be neglected, we

must wait until the avalanche-increased current through D 2 (which is also

the current through D 1 and Z)3) increases to the point where the current gains

satisfy the condition an + « 2 = 1. When, however, v changes rapidly, so

that the capacitor voltage changes at the rate dvc/dt, a current C dvc
,

dt passes

through C and adds to the current in D 1 and Z)3. The current through D2
need not be as large as before to attain breakover, and switching takes place

at a lower voltage. The capacitance at the reverse-biased junction may lie

in the range of some tens of picofarads to over 100 pF, and the reduction in

switching voltage may well make itself felt for voltage rates of change dvC/ dt

of the order of tens of volts per microsecond.

Bilateral Diode Switch 13 The p-n-p-n switch of Fig. 18-23 is limited

to one direction of current flow when it is in the low-resistance or on state.

By arranging two p-n-p-n sections in parallel but in opposite order, as shown

in Fig. lS-27a, it is possible to obtain bilateral current flow since there are two

on states. Thus, when the device is in the on state in one direction, one sec-

tion conducts current, whereas for the inverse on state, the other section con-

ducts and the current reverses. This symmetrical (bilateral) volt-ampere

characteristic is indicated in Fig. lS-27c.

18-14 THE SILICON CONTROLLED RECTIFIER 1415

The structure of the silicon controlled rectifier (SCR) consists of four alternate

p- and n-type layers, as in the four-layer diode. In the SCR (also called a

thyristor) connections are made available to the inner layers which are not

accessible in the diode. The circuit symbol for the SCR is shown in Fig. 18-28.

The terminal connected to the P region nearest the cathode is called the cathode

gate, or p base, and the terminal connected to the N region nearest the anode

is called the anode gate
,
or n base. In very many switch types both gates are
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Fig. 18-27 (a) Bilat-

eral diode switch; (
b

)

the circuit symbol; (c)

volt-ampere character-

istic is symmetrical

about the origin.

9

* n

r

P
n

6

(a)

not brought out. Where only one gate terminal is available it is ordinarily

the cathode gate.

The usefulness of the gate terminals rests on the fact that currents intro-

duced into one or both. gate terminals may be used to control the anode-to-

cathode breakover voltage. Such behavior is to be expected on the basis

of the earlier discussion of the condition ai + a 2 = 1 which establishes the

firing point. If the current through one or both outer junctions is increased

as a result of currents introduced at the gate terminals, then a increases and
the breakover voltage will be decreased. In Fig. 18-29 the volt-ampere

characteristic of an SCR is shown for various cathode-gate currents. We
observe that the firing voltage is a function of the gate current, decreasing

with increasing gate current and increasing when the gate current is negative

and consequently in a direction to reverse-bias the cathode junction. The
current after breakdown may well be larger by a factor of 1,000 than the

current before breakdown. When the gate current is very large, breakover

may occur at so low a voltage that the characteristic has the appearance of a

simple p-n diode.

Suppose that a supply voltage is applied through a load resistor between
anode and cathode of a silicon controlled rectifier. Consider that the bias is

Fig. 18-28 Circuit symbol used for the SCR.

Anode

Cathode
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Fig. 18-29 Volt-am-

pere characteristics of

a three-terminal SCR,

illustrating that the for-

ward breakover volt-

age is a function of the

cathode-gate current.

(Not drawn to scale.)

such that the applied voltage is less than breakover voltage. Then the rectifier

will remain off and may be turned on by the appli-cation to the gate of a

triggering current or voltage adequate to lower the breakover voltage to less

than the applied voltage. The rectifier having been turned on, it latches, and

it is found to be impractical to stop the conduction by reverse-biasing the gate.

For example, it may well be that the reverse gate current for turnoff is nearly

equal to the anode current. Ordinarily, the most effective and commonly

employed method for turnoff is, temporarily at least, to reduce the anode

voltage below the holding voltage 7//, or equivalently to reduce the anode

current below the holding current IH . The gate will then again assume con-

trol of the breakover voltage of the switch.

Gate on and off Times The process by which the SCR changes state

occupies a finite time interval. When a triggering signal is applied to a gate

to turn a switch on, a time interval, the turn-on time, elapses before the transi-

tion is completed. This turn-on time decreases with increasing amplitude

of trigger signal, increases with temperature, and increases also with increasing

anode current. If the triggering signal is a pulse, then, to be effective, not

onl}' must the pulse amplitude be adequate, but the pulse duration must be at

least as long as a critical value called (jate lime to hold. Otherwise, at the

termination of the gating pulse, the SCR will fall back to its original state. A
similar situation applies in driving the switch off by dropping the anode

voltage. At a minimum, the anode voltage must drop below the holding

voltage. If, however, the anode voltage is driven in the reverse direction, the

turnoff time may thereby be reduced. The turnoff time increases with temper-

ature and with increasing magnitude of anode current. Further, the anode

voltage must be kept below the maintaining voltage for an interval at least

as long as a critical value, called the gate recovery time, if the transition is to

persist after the anode voltage rises.
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In fast units, all the time intervals are in the range of tenths of micro-

seconds, whereas in slower units, these times may be as long as several micro-

seconds. In general, the time required to turn a switch off is longer than the

time required to turn it on.

Characteristics SCRs with currents in excess of 100 A and operating

voltages up to about 1,000 V are available. The holding voltage is of the

order of magnitude of 1 V. The ratio of the continuous allowable anode

current to the forward gate current required to switch on is rarely less than

several thousand. For example, a gate current of less than 50 mA will turn

on an anode current of 100 A.

A three-terminal silicon controlled switch (SCS) is a device which is similar

to the SCR, except that it is mechanically smaller and is designed to operate

at lower currents and voltages. The switches are intended for low-level appli-

cations. They have lower leakage and holding currents than SCRs, require

small triggering signals, and have more uniform triggering characteristics from

sample to sample of a given type.

Silicon controlled rectifiers suffer from the same rate effect as do four-

layer diodes. The inclination to fire prematurely because of the rate effect

may be suppressed by bypassing the gate to the cathode through a small

capacitance. This component will shunt current past the cathode-gate junc-

tion in the presence of a rapidly varying applied voltage, but will have no

effect on the dc operation of the switch.

The Triac, or Bilateral Triode Switch 16 The triac is a three-terminal

silicon switch which can be triggered with either positive or negative gate

pulses when the anode potentials are positive or negative, respectively. Thus

the triac is an ac switch which can be made to conduct on both alterations

(half cycles) of an ac voltage. The construction and operation of the triac

is based on the SCS principle and relies on the strategic placement of junctions,

as shown in Fig. 18-30a. Note that the triac is a five-layer ni-pi~n 2~p 2-nz

device, which may be considered to consist of an ni~pi-n 2-p 2 section in parallel

with a pi-n 2-p 2-nz section, as indicated in Fig. 18-30a. An additional lateral

n region serves as the control gate. The triac is therefore a double-ended SCR,

or thyristor.

18-15 POWER CONTROL 17

There are a number of applications which require a controlled amount of cur-

rent. These include electric welding, lighting-control installations, motor-

speed control, and a variety of other industrial control applications. It is

possible to vary the amount of current supplied to the load either by controlling
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G T
x

(a)

Fig. 18-30 (a) The triac

switch consists of two

p-n-p-n switches connected

in inverse parallel with a

suitable gate.
(
b

) Stan-

dard circuit symbol.

the transformer secondary voltage or by inserting a controlling resistor in the
output circuit. Neither of these methods is desirable. The first method may
require expensive auxiliary equipment, and the second is characterized by poor
efficiency. The development of SCRs and triacs has made control a rela-

tively inexpensive process.

SCR Control If a sinusoidal potential is applied to the SCR anode, the
device will be turned off once each alternate half cycle (when the voltage
falls below the holding voltage) provided it is triggered on regularly. The
average rectified current can be varied over wide limits by controlling the
point in each half cycle at which the SCR is turned on.

To analyze the on-off action of the SCR, we refer to Fig. 18-31. In this

circuit the ac line voltage is used as the anode voltage for the SCR. A switch-
ing device, such as a p-n-p-n diode or a neon bulb, is connected in series with
the control terminal. When the control voltage vc exceeds the trigger break-
down voltage Vb of the switching device D, then D goes to its low-resistance
state and the current through the SCR gate triggers it on. In Fig. 18-316
the sine wave represents the input line voltage v% as a function of time. The
trigger breakdown curve is a straight line parallel to the time axis, indicating
that VB is independent of the anode potential.

Suppose that the circuit is so arranged that the control voltage vc exceeds
the trigger breakdown voltage at some angle, say <p, called the delay angle .

Conduction will start at this point in the cycle. The voltage drop across the
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SCR during conduction remains constant at a low value which is independent
of current. This voltage drop (-F//) is of the order of 1 V. The current
through a pure resistance load RL during the time the SCR is conducting is

given by

Vm sin mi — VH
Rl (18-67)

where Vm is the maximum value of the applied potential.

The resulting form of the load current is illustrated in Fig. 18-316. The
current is seen to rise abruptly at the point corresponding to the angle <p and
then follows the sine variation given in Eq. (18-67) until the supply voltage v{

falls below VH at the phase ir — <p0 . The current will remain zero until the
phase <p is again reached in the next cycle.

ib)

Fig. 18-31 (a) SCR half-wave power control circuit, (b)

The waveshape of the load current iL , Conduction starts at

the angle <p and stops at 7r — <p 0 in each cycle.
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Fig, 18-32 The waveshapes of the SCR cur-

rent and anode voltage. Conduction be-

gins at an angle <p and ceases at ir — <p 0 de-

grees. Since Vm » Va ,
then <p 0 « 0.

The average current [the value read on a dc ammeter, Eq. (4-11)]

T _ 1 /’ 7r ~v’° • j Vm r 7r—tpo / . Vh\ jIdc -%)* =
2TrJ, (

Sm “ “ Vj da

which integrates to

V,
j * m I" . * H t \~\
I dc — |_COS <P + C0S <p0 — -y- (tt — <po — <p)

j

where a = a>t, and <p0 is the smallest angle defined by the relation

Vh = Vm sin <p0

(18-68)

(18-69)

If the ratio VHi Vm is very small, then <p0 may be taken as zero, and Eq. (18-68)

reduces to the form

Idc =
V*

2tvRl
(1 + cos <p) (18-70)

This analysis shows that the average rectified current can be controlled by
varying the position at which the trigger voltage vc exceeds the breakdown

voltage V

b

of the switching de^ ice D. The maximum current is obtained

when the SCR is triggered on at the beginning of each cycle; and the minimum
current is obtained when no conduction occurs.

The voltage across the SCR is shown in Fig. 18-32. The applied voltage

Vi appears across the SCR until conduction begins. After breakdown the

SCR voltage drop is a constant equal to VH . When the applied voltage falls

below Vfj, then the SCR voltage is again equal to the applied voltage.

The reading of a dc voltmeter placed across the SCR will be

v da

= 4
(J*

Vm sin a da + fJ~
V
° VH da +£ Vm sin a da

)

This integrates to
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If Vm » VHy this reduces to

Vdc “ _ i (1 + cos ^ (1S‘72)

The appearance of the negative sign means that the cathode is more positive

than the anode for most of the cycle. It should be noted that the dc load

voltage is the negative of the dc SCR voltage. This follows from the fact

that the sum of the dc voltages around the circuit is zero.

EXAMPLE An SCR is connected according to Fig. 18-31 and supplies power to a

200-12 load resistor from a 230-V source of supply. If the trigger voltage is

adjusted so that conduction starts at 60° after the start of each cycle, calculate

the readings of the following meters: (a) a true rms reading ammeter in series

with the load, (b) a true rms reading voltmeter connected across the SCR, (c) a

wattmeter inserted in the circuit so as to read the total power delivered by the

ac supply. Neglect the SCR voltage drop Vh-

Solution Since Vm» Vh, no error is made by assuming that the conduction

continues until the end of each positive half cycle. The instantaneous current

through the SCR and the voltage across the SCR will have the forms shown in

Figs. 18-31 and 18-32 with (p = 60° or 7r/3 rad.

a. In the interval between 60 and 180° the instantaneous current is given by

230 Vi sin a
iL 200 = L625 Sin “

An ac ammeter reads the rms value of the current [Eq. (4-1 5) J. For the wave

sketched,

7rm. = fJ/3 (1.625 sin a) 2 da = Va533 = 0.73 A

The limits of integration are from 60 to 180°, the current being zero outside of this

range.

b. The ac voltmeter reads the rms value of the voltage wave sketched. It is

noted that between 0 and 7t/3 the SCR voltage equals the line voltage; between

7t/3 and 7r, it is constant and Vh ~ 0; and between 7r and 27r, it again equals the

line voltage. Thus

*--&[r (230 a/2 sin a) 2 da. + J^
(230 V^2 sin a) 2 da

J

= 178 V

c. The instantaneous power from the ac supply is the product of the instan-

taneous line current and the instantaneous line voltage. The wattmeter will read

the average value of this product. Hence

P = — [* (1.625 sin a) (230V2 sin a) da = 107 W
2W>'/3

The integration extends only from 7t/3 to 7r, for there can be no power when the

current is zero.
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Rectified voltage

Voltage applied to load

IVJ\ K
Conduction angle

at

(b)

Fig. 18-33 (a) Full-wave-rectification power control. The small voltage drop

Vh across the SCR is neglected, (b) Rectified voltage and voltage applied

to the load.

Full-wave-rectified Operation In some applications it is desired to con-
trol large values of dc current. A diode bridge (Fig. 4-20) in series with one
SCR, as shown in Fig. 1S-33, can be used for this purpose by controlling the
conduction angle for full-wave-rectified operation. The time during which
the SCR is on is called the conduction angle.

Control Circuit The most common control circuit is the relaxation
oscillator used to provide phase control. This circuit is shown in Fig. lS-34a,
where the switching device may be a neon bulb or a three-, four-, or five-layer
trigger diode. The capacitor C is charged through the resistor R from voltage
source V until the switching device reaches its breakover voltage VB - At that
time the switching device turns on and the capacitor is discharged through the
gate of the SCR to the holding voltage Vn of the switching device, as shown in
Fig. 18-346. The discharge current pulse turns the SCR on at a time con-
trolled by the RC time constant. The capacitor retains a voltage after dis-
charge equal to the holding voltage VH as long as the SCR is on and provided
that the current iD exceeds the holding current IH of the switching device.
When the SCR anode voltage becomes negative, the gate-to-cathode junction
becomes reverse-biased and the switching device D turns off. At this instant
the capacitor starts charging again from the voltage V„ toward V with a time
constant RC. If t = 0 is the time at which the charging of the capacitor
starts, the voltage vc across the capacitor is given by

Vc — VH = (V - Fh)(1 — (1S-73)

This equation is consistent with the fact that at t = 0, vc must equal the hold-
ing voltage Vh, and at t = «>, Vc must equal V. In many circuits, for low-
cost operation, instead of a dc supply V, it is common to use the ac line in



EXAMPLE A 60-Hz power source is connected to the anode of an SCR as shown
in Fig. 18-34a. The SCR is the MCR 2304, and C = 0.1 juF. Assume V = 60 V
and Vb = 32 V is the required voltage to trigger the switching device for which

V

h

— 10 V and In — 100 jliA. Find R for a conduction angle of 45°.

Solution It is clear from Fig. 18-34 that the 45° conduction angle requires the

capacitor to charge for 360 — 45 = 315°, or

315 1

Id = X — s = 14.6 ms
360 60
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If the anode voltage is positive, the SCR will fire when vc = 32 V. Hence, using

Eq. (18-73), we find

32 - 10 = (60 - 10) [1 - €-ci4.6X i o-»)/jbc]

or

.RC = 25.2 X 10~ 3 s

and

25.2 X 10- 3

0.1 X 10“ 6

= 252 K

For the proper operation of the circuit in accordance with the waveforms
shown in Fig. 18-346, it is necessary that the current iD exceed the holding current

In of the switching device during the time interval that the SCR is on. If iD drops
below IH

,
the switching device D will turn off and the capacitor will start charging

prematurely toward V.

Hence we require that

> IH

— — mA » 200 mA > 100 y.k
252

< b

)

Input voltage

Voltage applied to load

"Conduction angle

"Delay angle

(c)

Fig. 18-35 Power control using (a) two SCRs or (b) one triac. The

small (~1 V) voltage drop across the SCR or triac is neglected,

(c) Input line voltage and voltage applied to the load, showing the

delay and conduction angles.
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Fig. 18-36 Simple

800-W triac light dimmer

system. (Courtesy

Motorola Semiconductor

Products, Inc.)

AC Control In many instances it is desirable to control continuously

the amount of power dissipated in a load. Two SCRs connected in inverse

parallel or a single triac can be used to control both the negative and the posi-

tive half cycles of the ac power line. Figure 18-35a and b shows two simple

power-control circuits. The phase-control circuit determines when the triac

or one of the SCRs is triggered on, connecting the line voltage to the load.

Figure 18-36 shows a simple 800-W light dimmer. Output power, and thus

light intensity, are varied by controlling the phase of conduction of the triac.

The voltage across capacitor C2 lags the ac line voltage by a number of degrees,

determined by the value of the variable resistor R x . The bilateral diode switch

MPT 20 has a breakover voltage VB equal to 20 V. When the voltage on

capacitor C 2 reaches 20 V, the diode switches on and the capacitor discharges

into the gate of the triac and turns it on (on both half cycles of the line voltage).
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REVIEW QUESTIONS

18-1 Derive an expression for the output power of a class A large-signal amplifier
in terms of Vmax , Vmuu Imax; £md 7m ; n .

18-2 Discuss how rectification may take place in a power amplifier.
18-3 Define intermodulation distortion.

18-4 Describe the five-point method of computing harmonic distortion.
18-5 Draw the diagram of a transformer-coupled single-transistor output stage

and explain the need for impedance matching.
18-6 Explain why the circuit of Rev. 18-5 exhibits a maximum in the power-

output vs. load resistance curve.

1 8-7 (a) Define the conversion efficiency 17 of a power stage, (b) Derive a simple
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expression for 77 . (c) Compare the maximum efficiency of a series-fed and transformer-

coupled class A single-transistor power stage.

18-8 (a) Explain why even harmonics are not present in a push-pull amplifier.

(6 ) Give two additional advantages of this circuit over that of a single-transistor

amplifier.

18-9 Derive a simple expression for the output power of an idealized class B

push-pull power amplifier.

18-10 Show that the maximum conversion efficiency of the idealized class B

push-pull circuit is 78.5 percent.

18-11 Using two complementary silicon transistors, draw a. simple class B push-

pull amplifier circuit which does not use an output transformer.

18-12 (a) Explain the origin of crossover distortion. (6 ) Describe a method to

minimize this distortion.

18-13 Draw the circuit of a class AB power amplifier using an op amp with dif-

ferential output and two discrete complementary power transistors.

18-14 (a) Draw a simplified circuit diagram of a regulated power supply. (6 )

What type of feedback is employed by this regulator?

18-15 List three reasons why an unregulated supply is not good enough for some

applications.

18-16 Define input regulation factor, output resistance, and temperature coefficient

for a voltage regulator.

18-17 Explain two methods of decreasing the value of Sv for a series-voltage

regulator.

18-18 What is a transistor preregulator? Draw the circuit diagram.

18-19 Draw the short-circuit overload protection circuit, and explain its operation.

18-20 Give the voltage and current range for commercial IC voltage regulators.

18-21. How is short-circuit current protection provided for an IC regulator?

Draw the circuit diagram.

18-22 Describe three advantages of IC voltage regulators.

18-23 (a) Explain the reason why the p-n-p-n silicon diode can exist in either of

two states. (6 ) Why is it not possible to construct a germanium p-n-p-n switching-

diode?

18-24 Draw the volt-ampere characteristic of a four-layer diode.

18-25 Give the order of magnitude for the holding current and holding voltage

of a four-layer diode.

18-26 Describe the rate effect in a p-n-p-n diode.

18-27 For the bilateral diode switch sketch (a) its cross section and (6 ) its volt-

ampere characteristic.

18-28 Draw the volt-ampere characteristics of the silicon controlled rectifier

(SCR) as a function of gate current.

18-29 (a) Describe a triac. (b ) Draw a cross section of a triac.

18-30 (a) Draw a half-wave SCR circuit. (6) Indicate the current and voltage

waveforms of the SCR.
18-31 (a) Draw the circuit for full-wave SCR power control. (b) Indicate the

current and voltage waveform control.

18-32 (a) Draw the phase-shift SCR control circuit using an RC relaxation cir-

cuit. (b ) Explain the operation of this circuit using appropriate waveforms.

18-33 (a) Give the circuit of a light dimmer, using a triac and employing phase

control. (6) Explain how the lamp light intensity is controlled with this circuit.



SEMICONDUCTOR-DEVICE

PHYSICS

Fermi-Dirac statistics are applied to a metal and to a semiconductor.
The band structure of a p-n junction diode is given, and the tunnel
diode volt-ampere characteristic is explained. The equation of con-
tinuity is explored further. Quantitative analyses are made of the
current components in a diode, and the Ebers-Moll equations for a
transistor are derived.

19-1 ENERGY DISTRIBUTION OF ELECTRONS IN A METAL

It is important to know what energies are possessed by the mobile
carriers in a solid. This relationship is called the enevgy distribution
function. In this section the discussion is limited to free electrons in
a metal, and in subsequent sections it is generalized to include mobile
electrons and holes in a semiconductor. We first discuss the potential
variation in a metal.

Simplified Potential-energy Picture of a Metal The region in
which the free electrons find themselves is essentially a potential
plateau, or equipotential region. It is only for distances close to an
ion that there is any appreciable variation in potential. Since the
regions of rapidly varying potential represent but a very small portion
of the total volume of the metal, we henceforth assume that the field
distribution within the metal is equipotential and the free electrons
are subj ec t to no forces whatsoever. The present viewpoint is therefore
essentially that of classical electrostatics.

In Fig. 19-1 all potential-energy variations within the metal have
been omitted and only the potential barrier at the surface is included.
A conduction electron may move freely within the interior of the metal,

726
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Fig. 19-1 For the free electrons, the interior

Energy, eV

Outside of metal

of a metal may be considered an equi- ,

potential volume, but there is a potential

(
barrier at the surface.

/
/

/'

Distance, x

but it cannot escape through the surface unless it has an energy at least equal

to Es- The existence of the surface barrier is readily understood. If an

electron tries to escape from a metal, it will induce a positive charge on the

surface, because the metal was originally neutral. There will be a force of

attraction between this induced charge and the electron. Unless the electron

possesses sufficient energy to carry it out of the region of influence of this image

force, it will be forced back into the metal. Clearly, a potential-energy barrier

exists at the surface. We are interested in knowing if there are any electrons in

the interior with sufficient energy EB to escape. In other words, we need to

know the energy distribution of the free electrons within the metal. We digress

briefly to make clear what is meant by a distribution function.

Age Density Suppose that we were interested in the distribution in age

of the people in the United States. A sensible wp,y to indicate this relation-

ship is shown in Fig. 19-2, where the abscissa is age and the ordinate is pA ,
the

density of the population in age. This density gives the number dnA of people

whose ages lie in the range between A and A + dA
}
or

dnA = pA dA (19-1)

The data for such a plot are obtained from census information. We see, for

example, that the number of persons of ages between 10 and 12 years is repre-

sented by dnA} with pA = 2.25 million per year chosen as the mean ordinate

Fig. 19-2 The distribution

function in age of people in

the United States.
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between 10 and 12 years, and dA is taken as 12 - 10 = 2 years. Thus
dnA = pa dA = 4.50 million. Geometrically, this is the shaded area of Fig.
19-2. Evidently, the total population n is given by

n = / dnA = fpA dA (19-2)

or simply the total area under the curve.

Energy Density We are now concerned with the distribution in energy
of the free electrons in a metal.

.

By analogy with Eq. (19-2), we may write

dnE — pe dE (19-3)

where dnE represents the number of free electrons per cubic meter whose
energies lie in the energy interval dE, and pE gives the density of electrons
in this interval. Since our interests are confined only to the free electrons,
it is assumed that there are no potential variations within the metal. Hence
there must be, a priori, the same number of electrons in each cubic meter
of the metal. That is, the density in space (electrons per cubic meter) is

a constant. However, within each unit volume of metal there will be elec-
trons having all possible energies. It is this distribution in energy that is

expressed by pE (number of electrons per electron volt per cubic meter of metal).
The function pB may be expressed as the product

pe = f(E)N (E)
(19-4)

where N(E) is the density of states (number of states per electron volt per
cubic meter) in the conduction band, and /(E) is the probability that a quan-
tum state with energy E is occupied by an electron.

The expression for N (E) is derived in the following section and is given by

N(E) = (1.9-5)

where 7 is a constant defined by

7 = (2m)l(1.60 X 10~ 19 )* = 6.82 X 10 27
(19_6)

The dimensions of y are (m~ 3)(eV)-i; m is the mass of the electron in kilo-
grams; and h is Planck's constant in joule-seconds.

l?-2 THE FERMI-DIRAC FUNCTION

The equation for f(E) is called the Fermi-Dirac probability function, and specifies
the fraction of all states at energy E (electron volts) occupied under conditions
of thermal equilibrium. From quantum statistics it is found 1

-
2 that

1m =
J t

{E-EF)(kT (19-7)
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where k = Boltzmann constant, eV/°Iv

T = temperature, °Iv

EF = Fermi level
,
or characteristic energy

,
for the crystal, eV

The Fermi level represents the energy state with 50 percent probability of

being filled if no forbidden band exists. The reason for this last statement is

that, if E = EF} then f(E) = i for any value of temperature. A plot of /(E)

versus E - EF is given in Fig. 19-3a and of E - E F versus /(E) in Fig. 19-36,

both for T = 0°Iv and for larger values of temperatures. When T = 0°K,

two possible conditions exist: (1) if E > E Fj the exponential term becomes

infinite and /(E) = 0. Consequently, there is no probability of finding an occu-

pied quantum state of energy greater than EF at absolute zero. (2) If E < E F}

the exponential in Eq. (19-7) becomes zero and /(E) = 1. All quantum levels

with energies less than EF ivill be occupied at T = 0°K.

From Eqs. (19-4), (19-5), and (19-7), we obtain at absolute zero temperature

I 7E* for E < Ef
PE =

{
0 for E > Ef

(19-8)

Clearly, there are no electrons at 0°Iv which have energies in excess of EF .

That is, the Fermi energy is the maximum energy that any electron may

possess at absolute zero. The relationship represented by Eq. (19-8) is called

the completely degenerate energy distribution function. Classically, all particles

should have zero energy at 0°K. The fact that the electrons actually have

energies extending from 0 to EF at absolute zero is a consequence of the Pauli

exclusion principle, which states that no two electrons may have the same

set of quantum numbers (Sec. 1-6). Hence not all electrons can have the

same energy even at 0°K.

E-EF ,eV

(a) (b)

Fig. 19-3 The Fermi-Dirac function /(E) gives the probability that a state of en-

ergy E is occupied.
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Fig. 19-4 Energy distribution in a metal at 0 and
2500° K.

A plot of the distribution in energy given by Eqs. (19-4) and (19-8) for
a metal at T = 0°K and T = 2500°K is shown in Fig. 19-4. The area under
each curve is simply the total number of free electrons per cubic meter of the
metal; hence the two areas must be equal. Also, the curves for all tempera-
tures must pass through the same ordinate, namely, pE = yE,,< '2, at the pointE = Ef, since, from Eq. (19-7), f(E) = ± for E = EF .

A most important characteristic is to be noted, viz., the distribution
function changes only very slightly with temperature, even though the tem-
perature change is as great as 2500°K. The effect of the high temperature
is merely to give those electrons having the high energies at absolute zero
(those in the neighborhood of EF) still higher energies, whereas those having
lower energies have been left practically undisturbed. Since the curve for
T = 2500°K approaches the energy axis asymptotically, a few electrons will
have large values of energy.

The Fermi Level An expression for EF may be obtained on the basis of
the completely degenerate function. The area under the curve of Fig. 19-4
represents the total number of free electrons (as always, per cubic meter of
the metal). Thus

11 — J0 yE^ dE = fyFV*

(19-9)

Inserting the numerical value (6.82 X 10n) of the constant y in
there results

this expression,

Ef = 3.64 X 10“ 19n*
(19-10)

Since the density n varies from metal to metal, EF will also vary among metals
Knowing the specific gravity, the atomic weight, and the number of free elec-
trons per atom, it is a simple matter to calculate n, and so EF . For most
metals the numerical value of EF is less than 10 eV.

19-3 THE DENSITY OF STATES

As a preliminary step in the derivation of the density function N(E), we first
show that the components of the momentum of an electron in a metal are
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quantized. Consider a metal in the form of a cube, each side of which has a

length L. Assume that the interior of the metal is at a constant (zero) poten-

tial but that the potential-energy barrier (Fig. 19-1) at the surface is arbitrarily

high, so that no electrons can escape. Hence the wave functions [Sec. (1-5)]

representing the electrons must be zero outside the metal and at the surface. A
one-dimensional model of the potential-energy diagram is given in Fig. 19-5a,

and two possible wave functions are indicated in Fig. 19-56 and c. Clearly, this

situation is possible only if the dimension L is a half-integral multiple of the

De Broglie wavelength X, or

L = (19-11)

where nx is a positive integer (not zero). From the De Broglie relationship

(1-15), X = h/px and the x component of momentum is

p* = (19-12)

Hence the momentum is quantized since px can assume only values which are

integral multiples of h/2L.

The energy W (in joules) of the electron in this one-dimensional problem is

UyW
8mL 2 (19-13)

The wave nature of the electron has led to the conclusion that its energy must
also be quantized. Since nx = 1, 2, 3, ...

,
the lowest possible energy is

6 2/8mL 2
,
the next energy level is 6 2/2mL 2

,
etc.

Quantum States in a Metal The above results may be generalized to

three dimensions. For an electron in a cube of metal, each component of

momentum is quantized. Thus

Px = nxp py = nyp pz = nzp (19-14)

(a) (6) (c)

Fig. 19-5 (a) A one-dimensional problem in which the

potential U is zero for a distance L but rises abruptly

toward infinity at the boundaries x — 0 and x = L.

(b, c) Two possible wave functions for an electron in the

system described by (a).



732 / INTEGRATED ELECTRONICS Sec. 19-3

Fig. 19-6 The p x-p y plane in

momentum space. Each dot

represents three quantum num-

bers, nx ,
ny) and nz = 2. There

are two electrons per dot, corre-

sponding to the two possible

values of spin.

where p = h/2L, and nX} nV) and nz are positive integers. A convenient pic-

torial representation may be obtained by constructing three mutually perpen-

dicular axes labeled pXi p V) and pz . This “volume” is called momentum space .

The only possible points which may be occupied by an electron in momentum
space are those given by Eq. (19-14). These are indicated in Fig. 19-6, where
for clarity we have indicated points only in a plane for a fixed value of p z (say,

p z = 2p). By the Pauli exclusion principle (Sec. 1-6), no two electrons in a

metal may have the same four quantum numbers, nx ,
ny ,

n Z} and the spin

number s. Hence each dot in Fig. 19-6 represents two electrons, one for s = -£

and the other for s = —
We now find the energy density function N(E). Since in Fig. 19-6 there

is one dot per volume p
3 of momentum space, the density of electrons in this

space is 2/p 3
. The magnitude of the momentum is p =

(;px
2 + p y

2 + p z
2)K

The electrons with momentum between p and p + dp are those lying in the

shaded spherical shell of Fig. 19-6. This number is

|
dv)

(g)

• 7rp 2 dp

(h/2L)*

SirL^p 2 dp

¥ (19-15)

The factor £ introduced in this equation is due to the fact that only positive

values of nX) ny ,
and n z are permissible, and hence that only part of the shell

in the first octant may be used.

If W is the energy (in joules), then W = p
2 '2m. Hence

V = (2mW)* p dp = mdW p
2 dp = 2 hm*W* dW (19-16)

If N(W) is the density of states (per cubic meter), then, since the volume of

the metal is L 3
,
it follows from Eq. (19-15) that

N(W) dW = (19-17)
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gives the number of electrons with momenta between p and p + dp, corre-

sponding to energies between W and W + dW. Substituting for p
2 dp from

Eq. (19-16) in Eq. (19-17), we finally obtain

JV(TP) dW = p (2m)iTT* dW (19-18)

If we use electron volts E instead of joules W as the unit of energy, then,

since W = 1.60 X 10_19F (Sec. 1-3), the energy density N(E) is given by
Eq. (19-5), with y defined in Eq. (19-6).

19-4 ELECTRON EMISSION FROM A METAL

In order for an electron to escape from the surface of a metal it must have
an energy at least equal to the barrier height E}} in Fig. 19-1. The energy

distribution curve of Fig. 19-4 indicates the energy of the electrons inside

the metal. Hence these two diagrams may be combined so as to indicate

which electrons may escape. If Fig. 19-4 is replotted so that the vertical

axis represents energy and the horizontal axis energy density, it may be placed

alongside of Fig. 19-1, whose vertical axis also signifies energy. This con-

struction is indicated in Fig. 19-7.

Work Function At 0°K it is impossible for an electron to escape from the

metal because this requires an amount of energy equal to Eb, and the maximum
energy possessed by an electron is only EF . It is necessary to supply an
additional amount of energy equal to the difference between En and EF in

order to make this escape possible. This difference, written Ew ,
is known as

the work function of the metal.

Ew ~ Eb — Ef (19-19)

Tlius the work function of a metal represents the minimum amount of energy

that must be given to the fastest-moving electron at the absolute zero of tem-
perature in order for this electron to be able to escape from the metal.

Thermionic Emission The curves of Fig. 19-7 show that the electrons in

a metal at absolute zero arc distributed among energies which range in value

Fig. 19-7 (a) The potential-en-

ergy barrier at the surface of a

metal. (
b

) The energy distribu-

tion of the free electrons. Only

those electrons in the tail of the

curve, for E > EB ,
can escape.

Energy, eV Energy, eV

(a) (b

)
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from zero to the maximum energy EF . Since an electron must possess an

amount of energy at least as great as EB in order to be able to escape, no elec-

trons can leave the metal. Suppose now that the metal, in the form of a

filament, is heated by sending a current through it. Thermal energy is then

supplied to the electrons from the lattice of the heated metal crystal. The
energy distribution of the electrons changes, because of the increased tempera-

ture, as indicated in Fig. 19-7. Some of the electrons represented by the tail

of the curve will have energies greater than EB and so may be able to escape

from the metal.

Using the analytical expression from the distribution function, it is pos-

sible to calculate the number of electrons which strike the surface of the metal

per second with sufficient energy to be able to surmount the surface barrier and
hence escape. Based upon such a calculation, 1

- 3 the thermionic current in

amperes is given by

Ith = SA 0T 2e~E*tkT (19-20)

where S = area of filament, m 2

A 0 = a constant, whose dimensions are A/(m 2)(°K 2
)

T = temperature, °K
k = Boltzmann constant, eV/°K

Ew = work function, eV
Equation (19-20) is called the thermionic-emission

,
Dushman

,
or Richard-

son, equation. The work function Ew is known also as the “latent heat of

evaporation of electrons” from the metal, from the analogy of electron emission

with the evaporation of molecules from a liquid.

The thermionic current is a very sensitive function of temperature. For

tungsten (Ew = 4.5 eV) it is found that a 1 percent change in T results in a

24 percent change in I th at the normal operating temperature of 2400°K. This

statement may be verified by taking the derivative of the natural logarithm

of Eq. (19-20), so as to obtain dl lh 'lth versus dT/T.

Energies of Emitted Electrons Since the electrons inside a metal have a

distribution of energies, those which escape from the metal will also have an

energy distribution. It is easy to demonstrate this experimentally. Thus
consider a plane emitter and a plane-parallel collector. The current is mea-
sured as a function of the retarding voltage VT (the emitter positive with

respect to the collector). If all the electrons left the cathode with the same
energy, the current would remain constant until a definite voltage was reached,

and then it would fall abruptly to zero. For example, if they all had 2-eV

energy, then, when the retarding voltage was greater than 2 V, the electrons

could not surmount the potential barrier between cathode and anode, and no

particles would be collected. Experimentally, no such sudden falling off of

current is found, but instead there is an exponential decrease of current I with

voltage according to the equation

I = I lh
e-vrtvr (19-21)
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where VT is the “volt equivalent of temperature/ 7 defined by

VT
T

11,600
(19-22)

where k is the Boltzmann constant in joules per degree Kelvin. Note the

distinction between k and k
;
the latter is the Boltzmann constant in electron

volts per degree Kelvin. (Numerical values of Jc and k are given in Appendix

A. From Sec. 1-3 it follows that k = 1.60 X 10_10A;.)

Equation (19-21) may be obtained theoretically as follows: Since I th is

the current for zero retarding voltage, the current obtained when the barrier

height is increased by Er is determined from the right-hand side of Eq. (19-20)

by changing Ew to Ew + Er . Hence

I = SA 0Th-tE*+ErVw = I the~
Er

/kT (19-23)

where use was made of Eq. (19-20). From Eqs. (1-7) and (19-22)

Er _ qVr _ Vr

kT 1.60 X 10
~ l9kT VT

(19-24)

Hence Eq. (19-21) follows from Eq. (19-23).

From Eq. (19-21) it follows that only about 1.4 percent of the electrons

from tungsten at 2700°K have energies in excess of 1 eV. If the emitter is an

oxide-coated cathode operating at 1000°Iv, a similar calculation shows that

only 0.001 percent of the electrons have an energy greater than 1 eV. These

numerical values indicate that most of the electrons from a heated filament are

emitted with extremely small initial speeds. A statistical analysis 2 - 3 shows

that the average energy of an escaping electron is 2kT, and hence, at operating

temperatures of 2700 and 1000°K, the average energies of the emitted elec-

trons are 0.47 and 0.17 eV, respectively.

19-5 CARRIER CONCENTRATIONS IN AN
INTRINSIC SEMICONDUCTOR

To calculate the conductivity of a semiconductor from Eq. (2-17) it is neces-

sary to know the concentration of free electrons n and the concentration of

holes p . From Eqs. (19-3) and (19-4), with E in electron volts,

dn = N(E)f(E) dE (19-25)

where dn represents the number of conduction electrons per cubic meter whose

energies lie between E and E + dE, The density of states N(E) is derived

in Sec. 19-3 on the assumption that the bottom of the conduction band is at

zero potential. In a semiconductor the lowest energy in the conduction band

is EC} and hence Eq. (19-5) must be generalized as follows:

N(E) = 7 (E — Ec)* for E > Ec (19-26)
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E

Ec

Ef

Ev

f(E)

(a) (b

)

(c)

Fig. 19-8 (a) Energy-band diagram for an intrinsic semiconductor. The Fermi-

Dirac probability function f(E) is drawn at 0°K and at room temperature. (Jb)

The density of states N{E) in each band, (c) The density of carriers p('E) =

N(E)f(E) for electrons and Ar (F)[1 — f(E)] for holes at room temperature. (Not

drawn to scale.)

The Fermi function /(F) is given by Eq. (19-3), namely,

=
1 _|_ e

(E-EF)/kT
(19-27)

At room temperature kT « 0.03 eV, so that f{E) = 0 if E — E F » 0.03 and

f{E) = 1 if E — Ef <5C 0.-03 (Fig. 19-3). We shall show that the Fermi level

lies in the region of the energy gap midway between the valence and conduc-

tion bands, as indicated in Fig. 19-Sa. This diagram shows the Fermi-Dirac

distribution of Eq. (19-27) superimposed on the energy-band diagram of a semi-

conductor. At absolute zero (

T

= 0°K) the function is as shown in Fig. 19-8a.

The probability of finding an electron in the conduction band is zero [f(E) = 0],

and the probability of finding a hole in the valence band is zero [1 — f(E) =0].

At room temperature some electrons are excited to higher energies and some
states near the bottom of the conduction band Ec will be filled as indicated

by the curve marked T = 300°K in Fig. 19-Sa. Similarly, near the top of

the valence band Ev ,
the probability of occupancy is decreased from unity

since some electrons have escaped from their covalent bond and are now in the

conduction band.

The density of states [Eqs. (19-25) and (19-26)] is plotted in Fig. 19-86.

The density of electrons is N(E)f(E) and is indicated in Fig. 19-8c. The con-

centration of electrons in the conduction band is the area under this curve

and is given by

n = j’
c
N(E)f(E) dE (19-28)
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For E > Ec ,
E - Ef » kT and Eq. (19-27) reduces to

f(E) = f
-US-B,)lkT

and

n = y(£ - EcVe-v-ZrW dE

This integral evaluates to

n = Arce-(^c-^)/frr

where

Nc = 2 (1.60 X 10-»)» =
2 ^

In deriving this equation the value of y from Eq. (19-6) is used, k is given in

electron volts per degree Kelvin, and k is expressed in joules per degree Kelvin.
(The relationship between joules and electron volts is given in Sec. 1-3.) The
mass m has been replaced by the symbol m n ,

which represents the effective ?nass
of the electron.

The Number of Holes in the Valence Band Since the top of the valence
band (the maximum energy) is EV) the density of states [analogous to Eq.
(19-26)] is given by

N(E) = y{Ev — E) h for E < Ev (19-32)

Since a "hole” signifies an empty energy level, the Fermi function for a hole is

I — f(M)i where /(E) is the probability that the level is occupied by an elec-

tron. For example, if the probability that a particular energy level is occupied
by an electron is 0.2, the probability that it is empty (occupied by a hole) is

0.8. Using Eq. (19-27) for /(E), we obtain

AE-EF)fkT

1 - /(£) =
t + ,(*-«„,« ~ (19-33)

where we have made use of the fact that EF — E » kT for E < Ev (Fig. 19-S).

Hence the number of holes per cubic meter in the valence band is

V = J_ oc
y(Ev — E)',e-{E>~E>lkT clE (19-34)

This integral, which represents the area under the bottom curve in Fig. 19-Sc,

evaluates to

p = Nvt- {EF~E '-)lkT
(19-35)

where Nv is given by Eq. (19-31), with m„ replaced by m p,
the effective mass

of a hole.

The Fermi Level in an Intrinsic Semiconductor It is important to note
that Eqs. (19-30) and (19-35) apply to both intrinsic and extrinsic or impure

(19-29)

(19-30)

(19-31)
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semiconductors. In the case of intrinsic material the subscript i will be added
to n and p. Since the crystal must be electrically neutral.

Ui = Pi

and we have from Eqs. (19-30) and (19-35)

ATce
~(Ec~EF)fkT = Nvfr{EF-E^!kT

Taking the logarithm of both sides, we obtain

Nc _ Ec T Ey — 2Ep
In N v JcT

Hence

p Ec + Ey JcT, Nc
Ef = 2 ~2 n

Ny

(19-36)

(19-37)

If the effective masses of a hole and a free electron are the same, Nc = N V}

and Eq. (19-37) yields

_ Ec + Ey
(19-38)

Hence the Fermi level lies in the center of the forbidden energy band, as shown
in Fig. 19-8.

The Intrinsic Concentration Using Eqs. (19-30) and (19-35), we have for

the product of electron-hole concentrations

np = NcNye~ iEc-Ev)i^ = NcNye-E °lkT (19-39)

Note that this product is independent of the Fermi level, but does depend
upon the temperature and the energy gap EG ~ Ec ~ Ev . Equation (19-39)

is valid for either an extrinsic or intrinsic material. Hence, writing n = m and

p = Pi = ni} we have the important relationship (called the mass-action law)

np = m 2
(19-40)

Note that, regardless of the donor or acceptor concentrations, or the individual

magnitudes of n and p, the product is always a constant at a lixed temperature.

Substituting numerical values for the physical constants in Eq. (19-31), we
obtain

Nc = <-82 X 1021 Ti (19-41)

where Nc has the dimensions of a concentration (number per cubic meter).

Note that Nv is given by right-hand side of Eq. (19-41) with m n replaced by
mv . From Eqs. (19-39) to (19-41),

np = n; 2 = (2.33 X 1043

) (’-^nY Th~E^kT
(19-42)
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As indicated in Eqs. (2-19) and (2-20), the energy gap decreases linearly with

temperature, so that

Eg = Ego ~ fiT (19-43)

where Ego is the magnitude of the energy gap at 0°K. Substituting this

relationship into Eq. (19-42) gives an expression of the following form:

7

u

2 = A 0T 3 e~E ooikT (19-44)

This result has been verified experimentally. 4 The measured values of n

i

and Ego are given in Table 2-1.

19-6 FERMI LEVEL IN A SEMICONDUCTOR HAVING IMPURITIES

From Eqs. (2-16) and (2-17) it is seen that the electrical characteristics of a

semiconductor material depend on the concentration of free electrons and holes.

The expressions for n and p are given by Eqs. (19-30) and (19-35), respectively,

and these are valid for both intrinsic semiconductors and semiconductors with

impurities. The only parameter in Eqs. (19-30) and (19-35) which changes

with impurities is the Fermi level EF . In order to see how EF depends on tem-

perature and impurity concentration, we recall that, in the case of no impurities

(an intrinsic semiconductor), EF lies in the middle of the energy gap, indi-

cating equal concentrations of free electrons and holes. If a donor-type

impurity is added to the crystal, then, at a given temperature and assuming

all donor atoms are ionized, the first ND states in the conduction band will be

filled. Hence it will be more difficult for the electrons from the valence band

to bridge the energy gap by thermal agitation. Consequently, the number of

electron-hole pairs thermally generated for that temperature will be reduced.

Since the Fermi level is a measure of the probability of occupancy of the

allowed energy states, it is clear that EF must move closer to the conduction

band to indicate that many of the energy states in that band are filled by the

donor electrons, and fewer holes exist in the valence band. This situation is

pictured in Fig. 19-9a for an n-type material. The same kind of argument

leads to the conclusion that EF must move from the center of the forbidden

gap closer to the valence band for a p-type material, as indicated in Fig. 19-95.

If for a given concentration of impurities the temperature of, say, the n-type

material increases, more electron-hole pairs will be formed, and since all donor

atoms are ionized, it is possible that the concentration of thermally generated

electrons in the conduction band may become much larger than the concen-

tration of donor electrons. Under these conditions the concentrations of holes

and electrons become almost equal and the crystal becomes essentially intrinsic.

We can conclude that as the temperature of either rc-type or p-type material

increases, the Fermi level moves toward the center of the energy gap.
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(a)
f(E)

(b)
f(E)

Fig. 19-9 Positions of Fermi level in (a) n-type and (b) p-type

semiconductors.

A calculation of the exact position of the Fermi level in an n-type material

can be made if we substitute n = ND from Eq. (2-12) into (19-30). We obtain

ND = Nc<r iEc~EF)!kT (19-45)

or solving for Ef,

Ef = Ec - kT In (19-48)
Jy d

Similarly, for p-type material, from Eqs. (2-15) and (19-35), we obtain

Ef = Ev + kT lh^ . (19-47)

Note that if NA = ND ,
Eqs. (19-46) and (19-47) added together (and divided

by 2) yield Eq. (19-37).

19-7 BAND STRUCTURE OF AN OPEN-CIRCUIT p-n JUNCTION

We here consider that a p-n junction is formed by placing p- and >?-type mate-

rials in intimate contact on an atomic scale. Under these conditions the Fermi

level must be constant throughout the specimen at equilibrium. If this were

not so, electrons on one side of the junction would have an average energy

higher than those on the other side, and there would be a transfer of electrons

and energy until the Fermi levels in the two sides did line up. In Sec. 19-6

it is verified that the Fermi level E F is closer to the conduction band edge

ECn in the n-type material and closer to the valence band edge EVp in the p side.

Clearly, then, the conduction band edge ECl> in the p material cannot be at

the same level as ECn ,
nor can the valence band edge EVn in the n side line up



Sec. 19-7 SEMICONDUCTOR-DEVICE PHYSICS / 741

with E Vp . Hence the energy-band diagram for a p-n junction appear as shown
in Fig. 19-10, where a shift in energy levels E0 is indicated. Note that

E0 — EcP — E Cn — Evp ~~ Evn = Ei + E't (19-48)

This energy E0 represents the potential energy of the electrons at the junction,

as is indicated in Fig. 3-le.

The Contact Difference of Potential We now obtain an expression for

E0 . From Fig. 19-10 we see that

Ef — Evp — \'Eg — E\ (19-49)

and

Ec,i — Ef ~ }Eg — E-i (19-50)

Adding these two equations, we obtain

E0 — Ei + Eio = Eg —
(Ecn ~ Ef) — (Ef ~~ Ev P) (19-51)

From Eqs. (19-39) and (19-40),

Eg ~ kT In
N°N

2

V

Hi
2 (19-52)

Fig. 19-10 Band diagram for a p-n junction under open-circuit condi-

tions. This sketch corresponds to Fig. 3-le and represents potential

energy for electrons. The width of the forbidden gap is E0 in elec-

tron volts.



742 / INTEGRATED ELECTRONICS Sec. 7 9-7

From Eqs. (19-30) and (2-15),

IIaq1
o

aq
(19-53)

From Eqs. (19-35) and (2-15),

N v
E f - EVv = kT In~

IVa
(19-54)

Substituting from Eqs. (19-52), (19-53), and (19-54) in Eq. (19-51) yields

E0 = kT \\n
NCNV . N c , Nv\

5 In =- 111 —
Hi

2 Nd Na j

- kT
\ Hi

2 NcNvJ
kT In

NdNa

ns
(19-55)

We emphasize that, in the above equations, the E }

s are expressed in electron

volts and k has the dimensions of electron volts per degree Kelvin. The con-

tact difference in potential Va is expressed in volts and is numerically equal to

Eq. Note that V0 depends only upon the equilibrium concentrations, and not

at all upon the charge density in the transition region.

Other expressions for Ea are obtained by substituting Eqs. (2-13), (2-14),

and (2-15) in Eq. (19-55). We find

E, = kT ]n^ = kT In— (19-56)
P no n po

where the subscripts o are added, to the concentrations to indicate that these

are obtained under conditions of thermal equilibrium.

The Einstein Relation Since the net hole current is zero for an open-

circuited junction, then from Eq. (2-39),

Jp = -qD p ^ + qnPp& = 0

or

^B = ^-&dx=--^-dV (19-57)
p Tj p j-J p

If this equation is integrated bet ween limits which extend across the junction

(Fig. 3-1) from the p side, where the equilibrium hole concentration is p p0) to

Hie n side, where the hole density is p no ,
the result is

Dp
]

Vvo = y = 1.60 X 10- 19Eo

yp Pno Q
(19-58)

where Eq. (1-7) for the conversion from V0 (volts) to E0 (electron volts) has

been used. Comparing Eqs. (19-56) and (19-58), it follows that

Dp _ 1.60 X 10- 19

= kT

y P q q

VT
q

(19-59)
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where fc(eV-°T) = fc(J/°T)/(1.60 X 10~ 19
), and VT is as defined in Eq. (19-22)'.

Equation (19-59) is the Einstein relationship between the diffusion constant

and mobility.

19-8 THE TUNNEL DIODE

When the concentration of impurity atoms in a p-n diode is very high (say,

1 part in 10 3
), the depletion layer is reduced to about 100 A. Classically, a

carrier must have an energy at least equal to the potential-barrier height in

order to cross the junction. However, quantum mechanics indicates that

there is a nonzero probability that a particle may penetrate through a barrier

as thin as that indicated above. This phenomenon is called tunneling, and

hence these high-impurity-density p-n devices are called tunnel diodes
,
or

Esaki diodes. 6 This same tunneling effect is responsible for radioactive emis-

sions and high-field emission of electrons from a cold metal.

Energy-band Structure of a Highly Doped p-n Diode The condition

that the barrier be less than 100 A thick is a necessary but not a sufficient

condition for tunneling. It is also required that occupied energy states exist

on the side from which the electron tunnels and that allowed empty states

exist on the other side (into which the electron penetrates) at the same energy

level. Hence we must now consider the energy-band picture when the impur-

ity concentration is very high. In Fig. 19-10, drawn for the lightly doped

p-n diode, the Fermi level EF lies inside the forbidden energy gap. We shall

now demonstrate that, for a diode which is doped heavily enough to make
tunneling possible, EF lies outside the forbidden band.

From Eq. (19-53),

Ef = Ec - kT In^
For a lightly doped semiconductor, ND < Nc ,

so that In (NC/ND) is a positive

number. Hence EF < EC} and the Fermi level lies inside the forbidden band,

as indicated in Fig. 19-10. Since Nc « 10 19 cm-3
,
then, for donor concentra-

tions in excess of this amount (ND > 10 19 cm“ 3
,
corresponding to a doping in

excess of 1 part in 10 3
), In (NC/ND) is negative. Hence EF > EC} and the

Fermi level in the n-type material lies in the conduction band. By similar

reasoning we conclude that, for a heavily doped p region, NA > NV) and the

Fermi level lies in the valence band [Eq. (19-54)]. A comparison of Eqs.

(19-52) and (19-55) indicates that E0 > EG} so that the contact difference of

potential energy E0 now exceeds the forbidden-energy-gap voltage EG . Hence,

under open-circuit conditions, the band structure of a heavily doped p-n junc-

tion must be as pictured in Fig. 19-1 la. The Fermi level EF in the p side is at

the same energy as the Fermi level EF in the n side. Note that there are no

filled states on one side of the junction which are at the same energy as empty
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(a)
( b

)

Fig. 19-1 1 Energy bands in a heavily doped p-n diode (a) under open-circuited con-

ditions and (b) with an applied reverse bias. (These diagrams are strictly valid

only at 0°K
/
but are closely approximated at room temperature, as can be seen from

Fig. 19-3.)

allowed states on the other side. Hence there can be no flow of charge in either

direction across the junction, and the current is zero, ail obviously correct

conclusion for an open-circuited diode.

The Volt-Ampere Characteristic With the aid of the energy-band picture

of Fig. 19-12 and the concept of quantum-mechanical tunneling, the tunnel-

diode characteristic of Fig. 19-13 may be explained. Let us consider that the

V material is grounded and that a voltage applied across the diode shifts the

n side potential with respect to the p side. For example, if a reverse-bias volt-

age is applied, we know from Sec. 3-2 that the height of the barrier is increased

above the open-circuit value E0 . Hence the ?i-side levels must shift down-
ward with respect to the p-side levels, as indicated in Fig. 19-116. We now
observe that there are some energy states (the heavily shaded region) in the
valence band of the p side which lie at the same level as allowed empty states

in the conduction band of the n side. Hence these electrons will tunnel from
the p to the n side, giving rise to a reverse diode current. As the magnitude
of the reverse bias increases, the heavily shaded area grows in size, causing the
reverse current to increase, as shown by section 1 of Fig. 19-13.
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Consider now that a forward bias is applied to the diode so that the

potential barrier is decreased below Ea . Hence the n-side levels must shift

upward with respect to those on the p side, and the energy-band picture for

this situation is indicated in Fig. 19-12a. It is now evident that there are

occupied states in the conduction band of the n material (the heavily shaded
levels) which are at the same energy as allowed empty states (holes) in the

valence band of the p side. Hence electrons will tunnel from the n to the p
material, giving rise to the forward current of section 2 of Fig. 19-13.

As the forward base is increased further, the condition shown in Fig.

19-126 is reached. Now the maximum number of electrons can leave occupied

states on the right side of the junction, and tunnel through the barrier to

empty states on the left side, giving rise to the peak current IP in Fig. 19-13.

If still more forward bias is applied, the situation in Fig. 19-12c is obtained,

(c) (d)

Fig. 1 9-12 The energy-band diagrams in a heavily doped p-n diode for a forward

bias. As the bias is increased, the band structure changes progressively from (a)

to (d).
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Fig. 19-13 (a) The tunneling current is shown solid. The injection current is the

dashed curve. The sum of these two gives the tunnel-diode volt-ampere character-

i stic
/
which is shown in (b).

and the tunneling current decreases, giving rise to section 3 of Fig. 19-13.

Finally, at an even larger forward bias, the band structure of Fig. 19-12d is

valid. Since now there are no empty allowed states on one side of the junction

at the same energy as occupied states on the other side, the tunneling current

must drop to zero.

In addition to the quantum-mechanical current described above, the

regular p-n junction injection current is also being collected. This current is

given by Eq. (3-7) and is indicated by the dashed section 4 of Fig. 19-13.

The curve in Fig. 19-136 is the sum of the solid and dashed curves of Fig.

19-13a, and this resultant is the tunnel-diode characteristic of Fig. 19-136.

19-9 BASIC SEMICONDUCTOR EQUATIONS

The relationship which expresses the fact that, within any elemental volume
in a semiconductor, charge can neither be created nor destroyed is derived

in Sec. 2-10 and is given by Eq. (2-49). This law of the conservation of charge
,

or the equation of continuity
,
applies separately to electron and to hole concen-

trations. Thus

(19-60)

(19-61)

where p(n) = hole (electron) concentration

p0 (n 0 )
= thermal-equilibrium value of p (n)

dp _ Po — p _ 1 dJp

dt t p q dx

dn _ nQ — n 1 dJn
dt Tn q dx



Sec. 7 9-9 SEMICONDUCTOR—DEVICE PHYSICS / 747

J v {Jn) = hole (electron) current density

r p (r») = hole (electron) mean lifetime

q = magnitude of electronic charge

and for reference; in the following equations,

Hp(nn) = hole (electron) mobility

D p(Dn )
= hole (electron) diffusion constant.

Na(Nd) = acceptor (donor) concentration

8 = electric field intensity

e = permittivity of the semiconductor

If both drift and diffusion currents are to be taken into account, Eqs; (2-39)

and (2-40) must be added to give

h = -
<1Dp

-

7n = qnp n& + qDn

(19-62)

(19-63)

The electric field intensity 8 is related to the charge density p by Poisson’s

equation

^ (p + * - n
e e

(19-64)

where the net positive carrier concentration is p + iVx> — — iV^, assuming

that all impurity atoms are ionized. Xote that in any region where there is

charge neutrality, p = 0. In the transition region of a p-n diode we do not

have charge neutrality (Sec. 3-1).

Equations (19-60) through (19-64) are five relations for the five unknowns

p, n
} 8, JPf and Jn . It has been assumed that a one-dimensional problem is

under consideration. These equations are valid in three dimensions if deriva-

tives in y and 2 are included corresponding to the derivative in x. The general

solution to these nonlinear partial differential equations is quite complicated,

and we shall be content with analyses of several important one-dimensional

special cases.

For an n-type specimen we add the subscript 71 top, p ot and Jp . Substitut-

ing Eq. (19-62) into Eq. (19-60) yields

d(p«S)
, n d 2

Vn

^~dT + D*l*
(19-65)

An analogous equation for minority carriers (electrons) in a p-type semicon-

ductor is obtained by interchanging p and n and changing the sign of the

term with p n . We now consider three special cases of the continuity equation.

Concentration Independent of x and with Zero Electric Field Since

0 and dp/dx = 0, Eq. (19-65) reduces to

(19-66)
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r n \ ^
" dp'n holes

recombine in

by mx •
:

the distance dx

Sv- '

i:';
•

= 0 X

Fig. 19-14 Relating to the injected hole

concentration y
r

n in 7i-type material.

This is identical with Eq. (2-32), and this situation is discussed in Sec. 2-8 and
Fig. 2-13.

Concentration Independent of t and with Zero Electric Field Since

8 = 0 and dp'dt = 0, Eq. (19-65) reduces to

d 2
/?7i 'pn Pno

dx 2 Lp
(19-67)

where L p ~ \/

D

prp = the diffusion length for holes. Equation (19-67) is

identical with Eq. (2-43) and is discussed in Sec. 2-11. Consider a very long

semiconductor bar with one end at x =
0, where p'

n (0) holes are injected (above
the thermal-equilibrium value). The variation of injected concentration with
distance is pictured in Figs. 2-16 and 19-14, and is given by Eq. (2-47), namely,

Pn(s) = Pn(x) - p no = p'(0)e~* ILr (19-68)

The diffusion length is the distance at which the injected carrier concentration
drops to 1/e of its value at x = 0. We wish to demonstrate that L p may also

be interpreted as the average distance which an injected hole travels before

recombining with an electron. This statement may be verified as follows:

From Eq. (19-68)

Idpil
= p* (0

^ — dx (19-69)

\dp'n \

gives the number of injected holes which recombine in the distance

between x and x + dx. Since each hole has traveled a distance x, the total

distance traveled by \<lp'„\ holes is x \dp'n \. Hence the total distance covered by

all the holes is JQ x |dp'|. The average distance x equals this total distance

divided by the total number p'
n (0) of injected holes. Hence

// x\dp»\

KW)
xe v!L

» dx = Lpx (19-70)
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thus confirming that t lie menu distance of travel of a hole before recombination

is L p .

Concentration Varies Sinusoidally with t and with Zero Electric Field

Let us retain the restriction £ = 0 but assume that the injected concentration

varies sinusoidally with an angular frequency <o. Then, in phasor notation,

Vn (x j 0 = (19-71)

where the space dependence of the injected concentration is given by p n (x).

If Eq. (19-71) is substituted into the continuity equation (19-66), the result is

juph(x) = Vn (s)

t p
+ Dp

dyn {z)

dx 2

(l
2

Pn _ 1 + jcOTp
,

dx 2 L p
2 Pn (19-72)

where use lias been made of Eq. (2-44). At zero frequency the equation for p'
n

is given by Eq. (19-67). A comparison of Eq. (19-67) with Eq. (19-72) shows

that the ac solution at frequency oj ^ 0 can be obtained from the dc solution

(co = 0) by replacing L p by L p ( 1 + jo:r p
)~ l

. For example, from Eq. (2-47), we
conclude that for a long semiconductor sample

p n (x, i) = Ke-^ l+^ T
p
)hlL

pe
jut

(19-73)

19-10 THE p-n DIODE VOLT-AMPERE EQUATION

Consider a p-n junction biased by an external voltage Tin the forward direction

as in Fig. 19-16. Under low-level injection conditions the minority diffusion

current crossing the junction at x = 0 is, from Eq. (2-48),

Ipn{0)

dpn = AqDpp'„(0)

dx L p
(19-74)

The injected carrier concentration p'„(0) at the junction depends upon the

applied voltage V. We now find this relationship.

Fig. 19-15 A forward-biased diode. The

right-hand edge of the transition region is

defined as x — 0.
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The Law of the Junction Across the junction the electric field is high,

and hence so is the drift current. Also, the diffusion current is large because
of the high-concentration gradient at the junction. In Eq. (19-62), namely

JP — qpv P8> q&p

the magnitude of each term on the right-hand side is large compared with the
low-level injection current Jp . If two large numbers are subtracted and we
obtain a small difference, these two quantities are almost equal. Hence we
may write approximately

clj)

(ZPMpS = (jD p (19-75)

Using the Einstein relationship, Eq. (19-75) becomes

g = Yldp _ _dV
p clx (lx

(19-76)

At the left-hand side of the p material the hole concentration equals the
thermal-equilibrium value p po . At the right-hand edge of the depletion region

in Fig. 19-15 (in the n side) the hole concentration is p„(0). The junction
voltage Vj is the barrier potential V0 decreased by the forward voltage V.

Integrating Eq. (19-76) across the junction gives

rp.<o) dp _ ,

f
V * ClV _ rv.-v dV

/p... p J O ^
1 1 1

1o Vj.

Carrying out the integration yields

(19-77)

P«(0) = ppo<r <v'‘_y,/Vr
(19-78)

From Eq. (2-59) with pi = p^, p 2 = pno ,
and Vn = V„

Pnc = Ppoe- v‘lvT (19-79)

Dividing Eq. (19-78) by Eq. (19-79) yields

Pn(0) = 'Pnot
V,VT (19-80)

This boundary condition is called the law of the junction. It indicates that
for a forward bias (V > 0) and with V » VT (~26 mV at room temperature)
the hole concentration pn (0) at the junction in the n side is greatly increased

over the thermal-equilibrium value pno . The argument given above is also

valid for a reverse bias, and Eq. (19-80) indicates that for negative V with
|F| » VT ,

the concentration p„(0) is essentially zero.

The Current Components From Eq. (19-74), with p'
n (0) = p„(0) — pno

Ipn(0)

AqD ppno

Lv
(e
VIVT _ !) (19-81)
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The electron current Inp (0) crossing the junction into the p side is obtained
from Eq. (19-81) by interchanging n and p }

or

lnp(0) = (e
VIVr - 1

) (19_82)

Finally, from Eq. (3-6), the total diode current I is the sum of Ipn (0) and
-^tip(O), or

I = Io (e
viv T _ i)

where

t = AqPppno .
AqD nnpo

°~ Lp
+ Ln

If Wp and Wn are the widths of the p and n materials, respectively, the above
derivation has implicity assumed that W p »L n and Wn Lp . If, as some-
times happens in a practical (short) diode, the widths are much smaller than the

diffusion lengths, the expression for I0 remains valid provided that L n and Lp

are replaced by Wp and Wn ,
respectively.

The Reverse Saturation Current For a reverse bias whose magnitude
is large compared with FV, I — Io- Hence I0 is called the reverse saturation

current . Combining Eqs. (2-14), (2-15), and (19-84), we obtain

Io = Aq (z^ + LjTl) **
.

(19'85)

where Ui
2

is as given by Eq. (19-44),

ni
2 = A 0Th~Eooiw = A 0T 3e~vooiv T (19-86)

where V00 is a voltage which is numerically equal to the forbidden-gap energy

Ego in electron volts, and VT is the volt equivalent of temperature [Eq. (19-22)].

For germanium the diffusion constants Dp and Dn vary approximately 3

inversely proportional to T. Hence the temperature dependence of I0 is

Io = K xT 2c-y°oivT (19-87)

where K x is a constant independent of temperature.

Throughout this section we have neglected carrier generation and recombi-
nation in the space-charge region. Such an assumption is valid for a ger-

manium diode, but not for a silicon device. For the latter, the diffusion cur-

rent is negligible compared with the transition-layer charge-generation 6
-
7 cur-

rent, which is given approximately by

I = I0 (e
v^vT - 1) (19-88)

where ?? « 2 for small- (rated) currents and r\ « 1 for large currents. Also, I0

is now found to be proportional to ?

u

instead of Ui
2

. Hence, if K2 is a constant,

Io = K2T l-h-v°oiw T (19-89)

(19-83)

(19-84)
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19-11 THE TEMPERATURE DEPENDENCE OF p-n CHARACTERISTICS

Let us inquire into the diode voltage variation with temperature at fixed

current. This variation may be calculated from Eq. (19-SS), where the tem-
perature is contained implicitly in VT and also in the reverse saturation cur-

rent. The dependence of I0 on temperature T is, from Eqs. (19-S7) and
(19-89), given approximately by

I0 = KTme~voohvT
(19-90)

where K is a constant and qVG0 (

q

is the magnitude of the electronic charge)
is the forbidden-gap energy in joules

:

For Ge: tj = 1 m = 2 VGo = 0.7S5 V
For Si: 77 = 2 m = 1.5 VG0 = 1.2LV

Taking the derivative of the logarithm of Eq. (19-90), we find

1 dl0 _ d{In I0 ) _ m ,

VG0
T0 df d/T T +

WV^r (19-91)

At room temperature, we deduce from Eq. (19-91) that d(ln I0)/dT = O.OS
0^ 1

for Si and 0.11°C_1 for Ge. The performance of commercial diodes is only
approximately consistent with these results. In Sec. 3-5 it is pointed out that
a reasonable rule of thumb is that, for either silicon or germanium, the reverse

saturation current approximately doubles for every 10°C rise in temperature.
Irom Eq. (19-88), dropping the unit}' in comparison with the exponential,

we find, for constant /,

_ Y _ vy (\ — {VG0 + mrjVr)
, n

clT T V ' T
(/„ clT ) T (19_92)

where use has been made of Eq. (19-91). Consider a diode operating at room
temperature (300°K) and just beyond the threshold voltage Vy (say, at 0.2 V
for Ge and 0.6 for Si). Then we find, from Eq. (19-92),

dV
{
-2.1 mV /0C for Ge

dT
\
-2.3 mV/°C for Si

(19-93)

Since these data are based on “average characteristics,” it might be well for

conservative design to assume a value of

% = -2-5 mV/°C (19-94)

for either Ge or Si at room temperature. Note from Eq. (19-92) that \dV/dT\
decreases with increasing T.

The temperature dependence of forward voltage is given in Eq. (19-92) as

the difference between two terms. The positive term V/T on the right-hand
side results from the temperature dependence of VT . The negative term
results from the temperature dependence of I0} and does not depend on the
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voltage V across the diode. The equation predicts that for increasing V,

dV/dT should become less negative, reach zero at V = VG0 + mriVTi and
thereafter reverse sign and go positive. This behavior is regularly exhibited

by diodes. Normally, however, the reversal takes place at a current which

is higher than the maximum rated current. The curves of Tig. 3-S also suggest

this behavior. At high voltages the horizontal separation between curves

of different temperatures is smaller than at low voltages.

19-12 THE DYNAMIC DIFFUSION CAPACITANCE

In Sec. 3-9 it is pointed out that if the excitation to a diode is sinusoidal, the

diffusion capacitance CD may be found from the reactive component of the

current. We now proceed to find CV
Assume for the sake of simplicity that the p side is doped much more

heavily than the n region, so that we need only calculate the hole current.

Consider that the external voltage is

V = Vi + Vme^ (19-95)

where V x represents a bias voltage, and the second term is the sinusoidal

voltage of peak value Vm . If the diode lias a dynamic conductance y and
capacitance CT, then the current must be of the form

I = h + gVme**
1 + ja>CDVme^ (19-96)

We now solve the equation of continuity to find I = Ipn ,
and then we shall be

able to identify g and CD -

The excess hole concentration in the n side consists of a dc term which,

from Eqs. (2-47) and (19-SO), is

p n {x)
= [p«(0) - p«Je""

r/Lp = P»o(*
Vi/v t - l)t-xlL r

and to which must be added the ac term of Eq. (19-73), so that

p'
n (x) = Pno(e

VdV r - l)e-*/^ + Ki-iWvr^.rlL^L (19-97)

To evaluate K, set x = 0 and also use the law of the junction with V given by

Eq. (19-95). Then Eq. (19-97) becomes

Pn(0) - Pno = Pno{^iVT - 1) +
= p no e

cri+r™ e,
'

Ml,fVr - Pno

« Pmi r ' IVT (l + e5“') “ (19-9S)

where we have assumed that Vm/VT « 1
,
so that e y ~ 1 + y for

7 ,
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From this equation, we find

K =
V T

The diffusion current crossing the junction,

(19-99)

7„(0) - —

is obtained from Eq. (19-74). Using the value of K in Eq. (19-99), we have

Ipn (0) =
AqD pp no ^yifvT _ _|_

AqDpp noVme
v 'IVT (1 + ^VT Lv

(19-100)

We consider two special cases, very low and very high frequencies:

1. If WTP « 1, then since (1 + « 1 +

IPn(0) = /x + ^ (l + j^ £/»< (19-101)

where 7i s= (AqDpp no) 'L p)(e
v 9 v T — 1) = the bias current. Comparing Eq.

(19-101) with Eq. (19-96), we have

and

9 = AqDpp noe
v ' lv T

LpVt
= low-frequency conductance

CD = $12
2

(19-102)

(19-103)

2. If corp » 1, then

(1 + ja>Tp
)t « (jo)Tp)

* = (c0Tp)hj* 14 =
(1 + j)

and from Eq. (19-100),

Ipn(0) = Ii + g0 (1 + j)V (19-104)

Comparing this equation with Eq. (19-96) yields

(wpV
g = (Jo ( -j-

J

Note that both the diffusion

of frequency.

(19-105)

(19-106)

capacitance and the conductance are now functions
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19-13 THE CURRENTS IN A TRANSISTOR

This analysis follows in many respects that given in Sec. 19-10 for the current

components in a junction diode. From Eq. (3-6) we see that the net current

crossing a junction equals the sum of the electron current Inp in the p side

and the hole current Ipn in the n side, evaluated at the junction (x = 0). For

a p-n-p transistor (Fig. 5-la) electrons are injected from the base region across

the emitter junction in a p-region which is large compared with the diffusion

length. This is precisely the condition that exists in a junction diode, and

hence the expression for Inp calculated previously is also valid for the transis-

tor. From Eq. (19-82) we find that at the junction,

Inp(0) = Aq®nnE°

(f
V,IVr _ 1) (19-107)

LtE

where in Eq. (19-82) we have replaced V by VE )
we have changed npo to nEo

because there are now two p regions and the emitter (E) is under consideration;

we have changed Ln to LE in order to refer to the diffusion length of the minority

carriers in the emitter. A summary of the new symbols used follows:

nEo (nco)
= thermal-equilibrium electron concentration in the p-type mate-

rial of the emitter (collector), m-3

Le (Lc) (Lb ) = diffusion length for minority carriers in the emitter (collector)

(base), m
Ve (Vc) = voltage drop across emitter (collector) junction; positive for a

forward bias, i.e., for the p side positive with respect to the n

side

The Hole Current in the retype Base Region The value of Ipn is not

that found in Sec. 19-10 for a diode because, in the transistor, the hole current

exists in a base region of small width, whereas in a diode, the n region extends

over a distance large compared with Ln . The hole concentration is given by

Eq. (2-46):

Pn - Pno = K x
<r*iL* + K#+**lb (19-108)

where K\ and K>i are constants to be determined by the boundary conditions.

The situation at each junction is exactly as for the diode junction, and the

boundary condition is that given by Eq. (19-80), or

PnotVEiVT at x = 0

Pnot VclVr at x = W (19-109)

The exact solution is not difficult to find (Prob. 19-32). Usually, however,

the base width W is small compared with LBj and we can simplify the solution

by introducing this inequality. Since 0 < x < W, we shall assume that

x/Lb « 1, and then the exponentials in Eq. (19-108) can be expanded into a
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power series. If only the first two terms are retained, this equation has the
form

Pn - Vno = Kz + KaX (19-110)

where K 3 and K t are new (and, as yet, undetermined) constants. To this

approximation, pn is a linear function of distance in the base. Then, from
Eqs. (2-36) and (19-110),

Ipn — —AqDrKi = constant (19-111)

This result—that the minority-carrier current is a constant throughout the
base region—is readily understood because we have assumed that W « LD .

Under these circumstances, little recombination can take place within the
base, and hence the hole current entering the base at the emitter junction
leaves the base at the collector junction unattenuated. Substituting the
boundary conditions (19-109) in (19-110), we easily solve for K.h and then find

Ipn(0 )
= - [(t VclVT - i) - (t

V*IVr _ 1)] (19.112)

The Ebers-Moll Equations From Fig. 5-4 we have for the emitter current

Ib = IpE + I„E = Ipn{0) + I„p(0)

Using Eqs. (19-107), (19-112), and (19-113), we find

Ie = Bu(«Vr - 1) + a12 (e'
,c/v r _ !)

where

„ _ a „ ( £>vVno l DnnBo\ AqD pp

.

an- an= -

In a similar manner we can obtain

(19-113)

(19-114)

(19-115)

Ic — d2i{e v^ v r — 1) + a 2 2(e
Vclv T — 1)

where we can show (Prob. 19-31) that

(19-116)

O'21

AqDppno _ A
(

D

ppno DnnCo\w 022 - Aq \-^r +^) (19-117)

We note that ai 2 = a 2 i. This result may be shown 8 to be valid for a
transistor possessing any geometry. Equations (19-114) and (19-116) are valid
for any positive or negative value of VB or Vc ,

and they are known as the
Ebers-Moll equations, relating the transistor currents to the junction voltages.

From the Ebers-Moll Eqs. (5-24) and (5-25) expressions for IE and Ic in
terms of VE ,

Vc , and the parameters aN ,
a,, Ic0 ,

and IE0 may be obtained. If

these equations are put in the form of Eqs. (19-114) and (19-116) and an is

equated to a 2 i, the result is aNIEo = a//Co.
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19-14 THE TRANSISTOR ALPHA

If Ve is eliminated from Eqs. (19-114) and (19-116), the result is

Ic = — Ie + (att ~ - 1 ) (19-118)

This equation has the same form as Eq. (5-6). Hence we have, by comparison,

(19-119)

(19-120)

Using Eqs. (19-115) and (19-117), we obtain

« = r-r-n
l

m<r n (19-121)
1 D rpfEo^V\ IjE 7)pj) no

ICO =

_ ^21

an

a2iai2

an
— a 2 2.

flaking use of Eq. (2-S) for the conductivity, Eq. (19-59) for the diffusion

constant, and Eq. (2-10) for the concentration, Eq. (19-121) reduces to

1

1 + Wgr/TjEGE
(19-122)

where a It {ge ) is the conductivity of the base (emitter). We see that, in order

to keep a close to unity, <je 'gb should be large and W fLE should be kept small.

The analysis of the preceding section is based upon the assumption that

W /Lb « 1. If this restriction is removed, the solution given in Prob. 19-31

is obtained. We then find (Prob. 19-33) that a = J3*y, where

_ 1

7 _
1 + (D„Lb?i E o 'DpLspno) tanh

and

0* = sech
UB

(19-123)

(19-124)

If W « Lb

j

the hyperbolic secant and the hyperbolic tangent can be expanded

in powers of W/Lh, and the first approximations are (Prob. 19-34)

1 ~ ! _
w<T„

(19-125)
1 + Wgb/

L

ege Lege

(19-126)

- ^ - 1 -
3
©' Wge

Lege
(19-127)
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19-15 ANALYSIS OF TRANSISTOR CUTOFF AND
SATURATION REGIONS

The currents and voltages in a transistor may be found from the Ebers-
Moll equations of Sec. 5-12, which are repeated here for convenient reference.

h = — OLnIE - Ico^civr - 1) (19-128)

Ie = — aiIc - IM) ('
Vg,VT ~ 1) (19-129)

calico — &nIeo (19-130)

II Ie + aj/A
Ieo )

(19-131)

Vc = VT In
^1

Ic + OLnIe\

Ico )
(1C-132)

The Cutoff Region If we define cutoff as we did in Sec. 5-7 to mean zero
emitter current and reverse saturation current in the collector, what emitter-
junction voltage is required for cutoff? Equation (19-131) with IE = 0 and
Ic — Ico becomes

VE = VT In ^1
- = VT In (1 - aN) (19-133)

where use was made of Eq. (19-130). At 25°C, VT = 26 mV, and for
aN = 0.99, VE = —120 mV. Near cutoff we may expect that otN may be
smaller than the nominal value of 0.98. With aN = 0.9 for germanium, we find
that VE = -60 mV. For silicon near cutoff, aN « 0, and from Eq. (19-133),
VE « VT In 1 = 0 V. The voltage VE is the drop from the p to the n side
of the emitter junction. To find the voltage which must be applied between
base and emitter terminals, we must in principle take account of the drop
across the base-spreading resistance rbb . in Fig. 5-20. If rw = 100 G and
Ico = 2 pA, then horw = 0.2 mV, which is negligible. Since the emitter
cuirent is zero, the potential VE is called the floating emitter 'potential.

The foregoing analysis indicates that a reverse bias of approximately
0.1 V (0 V) will cut off a germanium (silicon) transistor. It is interesting to
determine what currents will flow if a larger reverse input voltage is applied.
Assuming that both VE and Vc are negative and much larger than VTt so that
the exponentials may be neglected in comparison with unity, Eqs. (19-128) and
(19-129) become

Ic — —cinIe + Ico Ie = —ailc + Ieo

Solving these equations and using Eq. (19-130), we obtain

/co(l — a;)

1 — Ct-N&I
Ie

/eo(1 — off)

1 — CiNOil

(19-134)

(19-135)
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Since (for Ge) aN « 1, lc « ZCo and Z£ ~ 0. Using aN = 0.9 and a/ = 0.5,

then 7c = 7CO(0.50/0.55) = 0.917CO and Z£ = 7^(0.10/0.55) = O.ISIeo and

represents a very small reverse current. Using a/ ~ 0 and ajv ~ 0 (for Si),

we have that Ic ~ Ico and Z£ ~ IEo Hence, increasing the magnitude of the

reverse base-to-emitter bias beyond cutoff has very little effect (Fig. 5-16) on

the very small transistor currents.

Short-circuited Base Suppose that, instead of reverse-biasing the emitter

junction, we. simply short the base to the emitter terminal. The currents

which now flow are found by setting VE = 0 and by neglecting e
vA v r in the

Ebers-Moll equations. The results are

Ic — *
—— = Ices and IE = — ociIces (19-136)

1 — CLNttI

where Ices represents the collector current in the common-emitter configura-

tion with a short-circuited base. If (for Ge) aN = 0.9 and a/ = 0.5, then

Ices is about l.SZco and IE = — 0.9l7co. If (for Si) aN ~ 0 and a/ ~ 0, then

Ices » Ico and IE ~ 0. Hence, even with a short-circuited emitter junction,

the transistor is virtually at cutoff (Fig. 5-16).

Open-circuited Base If instead of a shorted base we allow the base to

“float,” so that Ib = 0, the cutoff condition is not reached. The collector

current under this condition is called Iceo, and is given by

Iceo =A— (19-137)
1 — OCN

It is interesting to find the emitter-junction voltage under this condition of a

floating base. From Eq. (19-131), with IE = — 7C ,
and using Eqs. (19-130)

and (19-137),

VE = VT In [l + aAf

/1

1 ~
(19-138)

a/(l — (xn)
_

For aN = 0.9 and a/ = 0.5 (for Ge), we find VE = +60 mV. For aN —
10a/ ~ 0 (for Si), we have VE ~ VT In 11 = +64 mV. Hence an open-cir-

cuited base represents a slight forward bias (Fig 5-16).

The Cutin Voltage We may estimate the cutin voltage V y in a typical

case in the following manner: Assume that we are using a transistor as a switch,

so that when the switch is on it will carry a current of 20 mA. We may then

onsider that the cutin point has been reached when, say, the collector current

equals 1 percent of the maximum current or a collector current Ic = 0.2 mA.

Hence Vy is the value of VE given in Eq. (19-131), with

I

e

= — (Ic + Ib) ~ — Ic = —0.2 mA
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Assume a germanium transistor with az = 0.5 and IB0 = 1 MA. Since at room
temperature VT = 0.026 V, we obtain from Eq. (19-131)

Vy = (0.026) (2.30) log 1 + X ~ °' 5)

]
= 0.12 V

The Saturation Region Let us consider the 2X404 p-n-p germanium
transistor operated with Ic = -20 mA, In = -0.35, and IB = +20.35 mA.
Assume the following reasonable values: Ico = -2.0 »A, IE0 = -l.OgA, and
an = 0.99. From Eq. (19-130), at = 0.50. From Eqs. (19-131) and (19-132),
we calculate that, at room temperature,

VE = (0.026) (2.30) log 1 - 20-35
Z i

(

Q- 3

0) (20)

1
= 0.24 V

and

vc = (0.026) (2.30) log[l - __+°
(

00

gpj] = 0.11 V

For a p-n-p transistor,

VCE = Vc — Vj; = o.ll — 0.24 - —0.13 V

Taking the voltage drop across rw (—100 12) into account (Fig. 5-20),

VCB = Vc - Ir)'w = 0.11 + 0.035 « 0.15 V
and

V,iB = In>'n' — 1+ = —0.035 — 0.24 « —0.28 V

Xote that the base-spreading resistance does not enter into the calcu-
lation of the collector-to-emitter voltage. For a diffused-junction transistor
the voltage drop resulting from the collector-spreading resistance may be
significant for saturation currents. If so, this ohmic drop can no longer be
neglected, as we have done above. For example, if the collector resistance is
5 12, then with a collector current of 20 mA, the ohmic drop is 0.10 V, and
\VCe\ increases from 0.13 to 0.23 V.

The values of ICo and IE0 for silicon transistors are so very small that they
are difficult to determine since they are masked by surface leakage currents
Hence no precise calculation of Vy ,

FCB ,S!>t( and VHBMt can be made. Experi-
mentally determined values for silicon are given in Table 5-1, page 142.
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REVIEW QUESTIONS

19-1 (a) Draw the potential-energy picture of a metal. (6) Explain qualita-

tively the existence of the potential barrier at the surface.

19-2 Explain what is meant by a distribution function. Use as an example the

distribution in age of people in the United States.

1 9-3 (a) Plot the Fermi-Dirac probability function f(K) versus energy K at 0°K

and, say, 2500°K, (6) What are the meanings of these plots?

19-4 (a) Plot the energy distribution function pE in a metal at 0 and 2500°K.

(6) Indicate the Fermi level KF on your sketch and give its physical meaning.

19-5 The energy distribution function is given by the product of two factors.

What is the interpretation to be given to each of these factors?

19-6 Define work function.

19-7 Indicate graphically which electrons in the energy distribution curve can

escape from a metal at (a) 0°K and (6) 2500°K.

19-8 Give the equation which indicates that there is a distribution in energy of

the electrons that escape from a metal. Explain the meaning of the equation.

19-9 (a) Define the volt equivalent of temperature, (b) What is its magnitude at

room temperature?

19-10 How does the density of states N (K) vary with E for (a) electrons in a

metal, (6) electrons in a semiconductor, and (c) holes in a semiconductor?
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19-11 Sketch curves of (a) E versus f{E), (6) E versus N(E), and (c) E versus
p(E) for electrons and holes in a semiconductor.

19-12 Sketch the energy-band picture for (a) an intrinsic, (6) an n-type, and
(c) a p-type semiconductor. Indicate the positions of the Fermi, the donor, and the
acceptor levels.

19-13 Sketch the energy-band picture for a p-n junction under open-circuit
conditions. Indicate the Fermi level EF and the contact difference of potential E0 .

19-14 State the mass-action law. Explain its meaning.
19-15 State Einstein's equation involving the diffusion constant.
19-16 Sketch the energy-band picture for a heavily doped p-n diode (a) under

open-circuited conditions and (6) with an applied reverse bias.

19-17 Sketch the energy-band picture for a heavily doped p-n diode for (a) a
small forward bias, (6) the forward bias which results in the peak tunneling current, and
(c) the forward bias beyond which the tunneling current is zero.

19-18 For an Esaki diode, sketch (a) the tunneling current, (b) the injection
current, and (c) the total current.

19-19 Write the equation of continuity for holes. Explain the physical meaning
of each term in the equation.

19-20 Write the equation for the hole current density. Explain the physical
meaning of each term.

19-21 What are the five equations from which to determine p, n, S, JP) and Jn l
19-22 (a) State the law of the junction

. (b) Derive this equation by assuming
that the diffusion current approximately equals the drift current for a forward-biased
diode as well as for an open-circuited diode.

19-23 (a) From the expression for pn (x), evaluate I pn (0) as a function of p'(0).
(b) Using the law of the junction, evaluate 7P„(0) as a function of applied voltage V.
(c) Find the equation for the reverse saturation current I 0 .

19-24 (a) Write the Ebers-Moll equation for I c versus VE and Vc . (b) What
is the corresponding equation for inverse operation?

19-25 From the equations in Rev. 19-24, obtain the junction voltages in terms
of the junction currents.

19-26 (a) Define cutoff. (b) Obtain an expression for the emitter-junction volt-
age at cutoff.

19-27 Obtain expressions for Ic and IE if large reverse-biasing voltages appear
across the junctions.

19-28 Obtain expressions for l c and IE for a short-circuited base.
19-29 Obtain expressions for I c and VE for an open-circuited base.
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PROBABLE VALUES OF GENERAL

PHYSICAL QONSTANTS t

Constant Symbol Value

Fleetronic charge q 1.602 X 10“ 19 C
Electronic mass m 9.109 X 10" 31 kg

1.759 X 10" C/kg
1.660 X 10' 27 kg

1.673 X 10" 27 kg

1.837 X 10 3

Patio of charge to mass of an electron q/m
Mass of atom of unit atomic weight (hypothetical)

Mass of proton VIp

Patio of proton to electron mass vipjm

hPlanck’s constant 6.626 X 10“ 34 J-s

Boltzmann constant k 1.381 X 10~ 23 J/°K
8.620 X 10“5 eV/°K
5.670 X 10-* W/(m 2)(°K 4

)

6.023 X 10 23 molecules/mole

8.314 J/(deg) (mole)

2.998 X 10 8 m/s
9.649 X 10 3 C/mole
2.241 X 10“ 2 m 3

Stefan-Boltzmann constant

k

c

Avogadro's number Na

RGas constant

Velocity of light c

Faraday's constant F
Volume per mole . Vo

Acceleration of gravity g 9.807 m/s 2

1.257 X 10-6 H/m
8.849 X 10“ 12 F/m

Permeability of free space Mo

*0Permittivity of free space

t E. A. Mechtly, “The International System of Units: Physical Constants and Con-

version Factors,” National Aeronautics and Space Administration, NASA SP-7012, Wash-

ington, D.C., 1964.
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/ CONVERSION FACTORS

/ AND PREFIXES

1 ampere (A) = 1 C/s
1 angstrom unit (A) = 10" 10 m

= 10~ 4
Mm

1 atmosphere pressure = 760 mm Hg
1 coulomb (C) = 1 A-s

1 electron volt (eV) = 1.60 X 10“ 19 J

1 farad (F) = 1 C/V
1 foot (ft) = 0.305 m
1 gram-calorie = 4.185 J

giga (G) = X 10 9

1 henry (H) = 1 V-s/A
1 hertz (Hz) = 1 cycle/s

1 inch (in.) = 2.54 cm
1 joule (J) = 10 7 ergs

= 1 W-s
= 6.25 X 10 18 eV
= 1 N-m
= 1 C-V

kilo (k) = X 10 3

1 kilogram (kg) = 2.205 lb

1 kilometer (km) = 0.622 mile

1 lumen = 0.0016 W
(at 0.55 Atm)

1 lumen per square foot = 1 ft-candle (fc)

mega (M) = X 10 6

1 meter (m) = 39.37 in.

micro (a*) = X 10“ 6

1 micron = 10“ 6 m
= 1 Atm

1 mil = 10“ 3 in.

= 25 Atm

1 mile = 5,280 ft

= 1.609 km
milli (m) = X 10“ 3

nano (n) = X 10-9

1 newton (N) = 1 kg-m/s 2

pico (p) = X 10-12

1 pound (lb) = 453.6 g
1 tesla (T) = 1 Wb/m 2

1 ton = 2,000 lb

1 volt (V) = 1 W/A
1 watt (W) = 1 J/s
1 weber (Wb) = 1 V-s
1 weber per square

meter (Wb/m 2
) = 10 4 gauss
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PROBLEMS

CHAPTER 1

1-1 (a) The distance between the plates of a plane-parallel capacitor is 1 cm. An
electron starts at rest at the negative plate. If a direct voltage of 1,000 V
is applied, how long will it take the electron to reach the positive plate?

(6) What is the magnitude of the force which is exerted on the electron at the

beginning and at the end of its path?

(c) What is its final velocity?

(d) If a 60-Hz sinusoidal voltage of peak value 1,000 V is applied, how long will

the time of transit be? Assume that the electron is released with zero velocity

at the instant of time when the applied voltage is passing through zero. Hint:

Expand the sine function into a power series. Thus sin 6=6 — 6 3
/3! +

6 5
/ '5l

- •
.

1-2 The plates of a parallel-plate capacitor are d m apart. At t = 0 an electron is

released at the bottom plate with a velocity v a (meters per second) normal to the

plates. The potential of the top plate with respect to the bottom is — Vm sin ait.

(a) Find the position of the electron at any time L

(b) Find the value of the electric field intensity at the instant when the velocity

of the electron is zero.

1-3 An electron is released with zero initial velocity from the lower of a pair of hori-

zontal plates which are 3 cm apart. The accelerating potential between these

plates increases from zero linearly with time at the rate of 10 V/fin. When
the electron is 2.8 cm from the bottom plate, a reverse voltage of 50 V replaces

the linearly rising voltage.

() What is the instantaneous potential between the plates at the time of the

potential reversal?

() With which electrode does the electron collide?

(c) What is the time of flight?

(.d) What is the impact velocity of the electron?

1-4 A 100-eV hydrogen ion is released in the center of the plates, as shown in the

figure. The voltage between the plates varies linearly from 0 to 50 V in 10
-7

s

and then drops immediately to zero and remains at zero. The separation

between the plates is 2 cm. If the ion enters the region between the plates at
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time t = 0, how far will it be displaced from the X axis upon emergence from
between the plates?

2 cm

5 cm

Prob. 1-4

1-5 Electrons are projected into the region of constant electric field intensity of

magnitude 5 X 10 3 V/m that exists vertically. The electron-emitting device
makes an angle of 30° with the horizontal. It ejects the electrons with an
energy of 100 eV.

U^90°

-3 cm- -^o H

Prob. 1-5

(a) How long does it take an electron leaving the emitting device to pass through
a hole II at a horizontal distance of 3 cm from the position of the emitting device?
Refer to the figure. Assume that the field is downward.
(6) What must be the distance d in order that the particles emerge through the
hole?

(c) Repeat parts a and b for the case where the field is upward.

1-6 (a) An electron is emitted from an electrode with a negligible initial velocity and
is accelerated by a potential of 1,000 V. Calculate the final velocity of the
particle.

(b) Repeat the problem for the case of a deuterium ion (heavy hydrogen ion

—

atomic weight 2.01) that has been introduced into the electric field with an initial

velocity of 10 fi m/s.

1-7 An electron having an initial kinetic energy of 10“ 1C J at the surface of one of

two parallel-plane electrodes and moving normal to the surface is slowed down
by the retarding field caused by a 400-V potential applied between the electrodes.

() Will the electron reach the second electrode?

() What retarding potential would be required for the electron to reach the
second electrode with zero velocity?

1-8 In a certain plane-parallel diode the potential V is given as a function of the
distance x between electrodes by the equation

V = kx 3

where k is a constant.
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() Find an expression for the time it will take an electron that leaves the elec-

trode with the lower potential with zero initial velocity to reach the electrode

with the higher potential, a distance d away.

() Find an expression for the velocity of this electron.

1-9 The essential features of the displaying tube of an oscilloscope are shown in

the accompanying figure. The voltage difference between K and A is V a and

between Pi and P 2 is Vp . Neither electric field affects the other one. The elec-

trons are emitted from the electrode K with initial zero velocity, and they pass

through a hole in the middle of electrode A. Because of the field between Pi and

P 2 they change direction while they pass through these plates and, after that,

move with constant velocity toward the screen S. The distance between plates

is d.

y

It / >

K d.
'

1
A 0

Prob. 1-9
11 P* X

1 2

ll

Screen

+

(a) Find the velocity vx of the electrons as a function of Va as they cross A.

(b) Find the F-component of velocity vy of the electrons as they come out of

the field of plates Pi and P 2 as a function of Vpt ldj d, and vx .

(c) Find the distance from the middle of the screen (ds), when the electrons

reach the screen, as a function of tube distances and applied voltages.

(d) For Va = 1.0 kV, and Vv = 10 V, U = 1.27 cm, d = 0.475 cm, and ls =

19.4 cm, find the numerical values of v x ,
vy ,

and d3 .

(e) If we want to ha-e a deflection of d3 - 10 cm of the electron beam, what

must be the value of Fa ?

1-10 A diode consists of a plane emitter and a plane-parallel anode separated by a dis-

tance of 0.5 cm. The anode is maintained at a potential of 10 V negative with

respect to the cathode.

(a) If an electron leaves the emitter with a speed of 10 6 m/s, and is directed

toward the anode, at what distance from the cathode will it intersect the poten-

tial-energy barrier?

(b) With what speed must the electron leave the emitter in order to be able to

reach the anode?

1-11 A particle when displaced from its equilibrium position is subject to a linear

restoring force / = —kx, where x is the displacement measured from the equi-

librium position. Show by the energy method that the particle will execute

periodic vibrations with a maximum displacement which is proportional to the

square root of the total energy of the particle.
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1-12 A particle of mass m is projected vertically upward in the earth’s gravitational

field with a speed v0 .

(a) Show by the energy method that this particle will reverse its direction at the

height of v 2/2g, where g is the acceleration of gravity.

(b) Show that the point of reversal corresponds to a “collision” with the poten-
tial-energy barrier.

1-13 (a) Prove Eq. (1-13).

(b) For the h\ rdrogen atom show that the possible radii in meters are given by

h 2
t 0n 2

r =
7rmq 1

where n is any integer but not zero. For the ground state (n = 1) show that

the radius is 0.53 A.

1-14 Show that the time for one revolution of the electron in the hydrogen atom in

a circular path about the nucleus is

T
4 V2«»(-n') 3

where the symbols are as defined in Sec. 1-4.

1-15 For the hydrogen atom show that the reciprocal of the wavelength (called the

wave number) of the spectral lines is given, in waves per meter, by

where ni and n 2 are integers, with n i greater than n 2 ,
and R = m(p/&t 0VPc =

1.10 X 10 7 m_1
is called the Rydberg constant.

If n 2
= 1

,
this formula gives a series of lines in the ultraviolet, called the

Lyman series. If n 2
= 2, the formula gives a series of lines in the visible, called

the Baimer series. Similarly, the series for n 2
= 3 is called the Paschen series.

These predicted lines are observed in the hydrogen spectrum.

1-16 Show that Eq. (1-14) is equivalent to Eq. (1-11).

1-17 (a) A photon of wavelength 1,026 A is absorbed by hydrogen, and two other

photons are emitted. If one of these is the 1,216 A line, what is the wavelength
of the second photon?

(b) If the result of bombardment^ of the hydrogen was the presence of the

fluorescent lines 18,751 and 1,026 A, what wavelength must have been present

in the bombarding radiation?

1-18 The seven lowest energy levels of sodium vapor are 0, 2.10, 3.19, 3.60, 3.75, 4.10,

and 4.26 eV. A photon of wavelength 3,300 A is absorbed by an atom of the

vapor.

(a) What are all the possible fluorescent lines that may appear?
(b) If three photons are emitted and one of these is the 11,380-A line, what are

the wavelengths of the other two photons?
(c) Between what energy states do the transitions take place in order to produce
these lines?
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1-19 (a) With what speed must an electron be traveling in a sodium-vapor lamp in

order to excite the yellow line whose wavelength is 5,893 A?
(b) What should be the frequency of a photon in order to excite the same yellow

line?

(c) What would happen if the frequency of the photon was 530 or 490 THz
(T - Tera = 10 12

)?

(id) What should be the minimum frequency of the photon in order to ionize

an unexcited atom of sodium vapor?

(e) What should be the minimum speed of an electron in order to ionize an

unexcited atom of sodium vapor? Ionization of sodium vapor: 5.12 eV.

1-20 An x-ray tube is essentially a high-voltage diode. The electrons from the hot

filament are accelerated by the plate supply voltage so that they fall upon the

anode with considerable energy. The}' are thus able to effect transitions among

the tightly bound electrons of the atoms in the solid of which the target (the

anode) is constructed.

() What is the minimum voltage that must be applied across the tube in order

to produce x-rays having a wavelength of 0.5 A?

() What is the minimum wavelength in the spectrum of an x-ray tube across

which is maintained 60 kV?

1-21 Argon resonance radiation corresponding to an energy of 11.6 eV falls upon

sodium vapor. If a photon ionizes an unexcited sodium atom, with what speed

is the electron ejected? The ionization potential of sodium is 5.12 eV.

1-22 A radio transmitter radiates 1,000 W at a frequency of 10 MHz.
(a) What is the energy of each radiated quantum in electron volts?

(6) How many quanta are emitted per second?

(c) How many quanta are emitted in each period of oscillation of the electro-

magnetic field?

(d) If each quantum acts as a particle, what is its momentum?

1-23 What is the wavelength of (a) a mass of 1 kg moving with a speed of 1 m, s,

(b ) an electron which has been accelerated from rest through a potential differ-

ence of 10 V?

1-24 Classical physics is valid as long as the physical dimensions of the system are

much larger than the De Broglie wavelength. Determine whether the particle

is classical in each of the following cases:

(a) An electron accelerated through a potential of 300 V in a device whose dimen-

sions are of the order of 1 cm.

(b

)

An electron in the electron beam of a cathode-ray tube (anode-cathode

voltage = 25 kV).

(c) The electron in a hydrogen atom.

1-25 A photon of wavelength 1,216 A excites a hydrogen atom which is at rest.

Calculate

() The photon momentum imparted to the atom.

() The energy corresponding to this momentum and imparted to the hydrogen

atom.

(c) The ratio of the energy found in part b to the energy of the photon. Hint:

Use conservation of momentum.
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CHAPTER 2

2-1 Prove that the concentration n of free electrons per cubic meter of a metal is

given by

dv _ A 0dv X 10 3

n ~ Jm a

where d = density, kg 'm 3

v = valence, free electrons per atom
A = atomic weight

M = weight of atom of unit atomic weight, kg (Appendix A)
A 0 = Avogadro’s number, molecules/mole

2-2 The specific density of tungsten is 18.8 g/cm 3
,
and its atomic weight is 184.0.

Assume that there are two free electrons per atom. Calculate the concentration
of free electrons.

2-3 (a) Compute the conductivity of copper for which p = 34.8 cm 2/V-s and
d = 8.9 g/cm 3

. Use the result of Prob. 2-1.

(b) If an electric field is applied across such a copper bar with an intensit}' of

10 V/cm, find the average velocity of the free electrons.

2-4 Compute the mobility of the free electrons in aluminum for which the density
is 2.70 g/cm 3 and the resistivity is 3.44 X 10~ 6 fl-cm. Assume that aluminum
has three valence electrons per atom. Use the result of Prob. 2-1.

2-5 The resistance of No. 18 copper wire (diameter = 1.03 mm) is 6.51 fi per 1,000 ft.

The concentration of free electrons in copper is 8.4 X 1028 electrons/m 3
. If

the current is 2 A, find the (a) drift velocity, (b) mobility, (c) conductivity.

2-6 (a) Determine the concentration of free electrons and holes in a sample of

germanium at 300°K which has a concentration of donor atoms equal to 2 X 10H

atoms /cm 3 and a concentration of acceptor atoms equal to 3 X 10 14 atoms/cm 3
.

Is this p- or 7i-type germanium? In other words, is the conductivity due pri-

marily to holes or to electrons?

(b) Repeat part a for equal donor and acceptor concentrations of 10 1B atoms/cm 3
.

Is this p- or type germanium?
(c) Repeat part a for donor concentration of 10 16 atoms/cm 3 and acceptor con-
centration 10H atoms/cm 3

.

2-7 (a) Find the concentration of holes and of electrons in p-type germanium at
300°K if the conductivity is 100 (Ji-cm) -1 .

(b) Repeat part a for n-type silicon if the conductivity is 0.1 (fi-cm)' 1
.

2-8 (a) Show that the resistivity of intrinsic germanium at 300°K is 45 Sl-cm.

(b) If a donor-type impurity is added to the extent of 1 atom per 10 8 germanium
atoms, prove that the resistivity drops to 3.7 ft-cm.

2-9 (a) Find the resistivity of intrinsic silicon at 300°K.
(b) If a donor-type impurity is added to the extent of 1 atom per 10 8 silicon

atoms, find the resistivity.

2-10 Consider intrinsic germanium at room temperature (300°K). By what percent
does the conductivity increase per degree rise in temperature?

2-1 1 Repeat Prob. 2-10 for intrinsic silicon.
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2-12 Repeat Prob. 2-6a for a temperature of 400°K, and show that- the sample is

essentially intrinsic.

2-13 A sample of germanium is doped to the extent of 10H donor atoms/cm 3 and

7 X 10 13 acceptor atoms/cm 3
. At the temperature of the sample the resistivity

of pure (intrinsic) germanium is 60 fi-cm. If the applied electric field is 2 V/cm,
find the total conduction current density.

2-14 (a) Find the magnitude of the Hall voltage VH in an n-type germanium bar

used in Fig. 2-10, having majority-carrier concentration N» = 10 17/cm 3
.

Assume Bz = 0.1 Wb/m 2
,
d = 3 mm, and 8X = 5 Y/cm.

(b) What happens to Yu if an identical p-type germanium bar having NA =
10 17/cm 3 is used in part a?

2-15 The Hall effect is used to determine the mobility of holes in a p-type silicon bar

used in Fig. 2-10. Assume the bar resistivity is 200,000 I2-cm, the magnetic

field Bz = 0.1 Wb/m 2
,
and d = w = 3 mm. The measured values of the cur-

rent and Hall voltage are 10 juA and 50 mV, respectively. Find pP .

2-16 A certain photosurface has a spectral sensitivity of 6 mA/W of incident radia-

tion of wavelength 2,537 A. How many electrons will be emitted photoelec-

trieally by a pulse of radiation consisting of 10,000 photons of this wavelength?

2-17 (a) Consider the situation depicted in Fig. 2-13 with the light turned on. Show

that the equation of conservation of charge is

dp
+ V = V

dt T T

where the time axis in Fig. 2-13 is shifted to t'.

(b) Verify that the concentration is given by the equation

V = V + (Vo ~ p)e~tlT

2-18 The hole concentration in a semiconductor specimen is shown.

(a) Find an expression for and sketch the hole current density JP (x) for the case

in which there is no externally applied electric field.

Prob. 2-18

(b) Find an expression for and sketch the built-in electric field that must exist

if there is to be no net hole current associated with the distribution shown.

(c) Find the value of the potential between the points x = 0 and x = IT if

p(0)/p o = 10 3
.
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2-19 Given a 20 fi-cm n-type germanium bar with material lifetime of 100 ps, cross
section of 1 mm 2

,
and length of 1 cm. One side of the bar is illuminated with

10 15 photons/s. Assume that each incident photon generates one electron-hole
pair and that these are distributed uniformly throughout the bar. Find the
bar resistance under continuous light excitation at room temperature.

2-20 (a) Consider an open-circuited graded semiconductor as in Fig. 2-17a. Verify
the Boltzmann equation for electrons [Eq. (2-61)].

(b) For the step-graded semiconductor of Fig. 2-176 verify the expression for the
contact potential V0 given in Eq. (2-63), starting with Jn = 0.

2-21 (a) Consider the step-graded germanium semiconductor of Fig. 2-176 with
N

d

= 10Wa and with N

a

corresponding to 1 acceptor atom per 10 8 germanium
atoms. Calculate the contact difference of potential V0 at room temperature.

(6) Repeat part a for a silicon p-n junction.

CHAPTER 3

3-1 (a) The resistivities of the two sides of a step-graded germanium diode are 2 12-cm

(p side) and 1 fi-cm (

n

side). Calculate the height E0 of the potential-energy
barrier.

(6) Repeat part a for a silicon p-n junction.

3-2 (a) Sketch logarithmic and linear plots of carrier concentration vs. distance for
an abrupt silicon junction if UD = 10 15 atoms/cm 3 and NA = 10 16 atoms/cm 3

.

Give numerical values for ordinates. Label the n, p ,
and depletion regions.

(6) Sketch the space-charge electric field and potential as a function of distance
for this case (Fig. 3-1).

3-3 Repeat Prob. 3-2 for an abrupt germanium junction.

3-4 (a) Consider a p-n diode operating under low-level injection so that pn «.nn .

Assuming that the minority current is due entirely to diffusion, verify that the
electric field in the n side is given by

g^ _ T + (Dn/Dp 1 )Ipn(x)

qnpnA

(6) Using this value of £, find the next approximation to the drift hole current
and show that it may indeed be neglected compared with the diffusion hole
current.

(c) Sketch the following currents as a function of distance in the n side: (i) total
diode current; (ii) minority-carrier current; (iii) majority diffusion current;
(iv) majority drift current; (v) total majority-carrier current.

3-5 Starting with Eq. (3-5) for Ipn and the corresponding expression for I np ,
prove

that the ratio of hole to electron current crossing a p-n junction is given by

Tpn(0) 0~pLn

I np(0) (fnEp

where <rp (<rn) = conductivity of p(n) side. Note that this ratio depends upon
the ratio of the conductivities. For example, if the p side is much more heavily
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doped than the n side, the hole current will be much larger than the electron

current crossing the junction.

3-6 (a) Prove that the reverse saturation current in a p-n diode is given by

(Dp
,

D* \ n ,

\LpNi>LJ! a)
1

(b) Starting with the expression for I0 found in part a
,
verify that the reverse

saturation current is given by

= av t— (— +—

)

(1 + by \L r<r„ L„aJ

where <xn (<xP)
— conductivity of n{p) side

<?i
— conductivity of intrinsic material

6 = PJPp
3-7 (a) Using the result of Prob. 3-6, find the reverse saturation current for a

germanium p-n junction diode at room temperature, 300°K. The cross-sectional

area is 4.0 mm 2
,
and

c

r

p = 1.0 (Sl-cm) 1
trn = 0.1 (fl-cm) 1 L n = Lp = 0.15 cm

Other physical constants are given in Table 2-1.

(b) Repeat part a for a silicon p-n junction diode. Assume Ln = Lp = 0.01 cm
and an = (Tp = 0.01 (fi-cm)" 1

.

3-8 Find the ratio of the reverse saturation current in germanium to that in silicon,

using the result of Prob. 3-6. Assume Ln = Lp = 0.1 cm and — ap = 1.0

(J^-cm)
-1

for germanium, whereas the corresponding values are 0.01 cm and

0.01 (fi-cm)“ 1 for silicon. See also Table 2-1.

3-9 (a) For what voltage will the reverse current in a p-n junction germanium diode

reach 90 percent of its saturation value at room temperature?

(6) What is the ratio of the current for a forward bias of 0.05 V to the current

for the same magnitude of reverse bias?

(r) If the reverse saturation current is 10 pA, calculate the forward currents for

voltages of 0.1, 0.2, and 0,3 V, respectively.

3-10 (a) Evaluate rj in Eq. (3-9) from the slope of the plot in Fig. 3-8 for T = 25°C.

Draw the best-fit line over the current range 0.01 to 10 mA.

(6) Repeat for T = — 55 and 150°C.

3-1
1 (a) Calculate the anticipated factor by which the reverse saturation current

of a germanium diode is multiplied w'hen the temperature is increased from

25 to 80°C.

(6) Repeat part a for a silicon diode over the range 25 to 150°C.

3-12 It is predicted that, for germanium, the reverse saturation current should

increase by 0.1 1°C-1
. It is found experimentally in a particular diode that at a

reverse voltage of 10 V, the reverse current is 5 pA and the temperature depend-

ence is only 0.07°C _1
. What is the leakage resistance shunting the diode?

3-13 A diode is mounted on a chassis in such a manner that, for each degree of tem-

perature rise above ambient, 0.1 mW is thermally transferred from the diode
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to its surroundings. (The “thermal resistance” of the mechanical contact
between the diode and its surroundings is 0.1 mW/°C.) The ambient tempera-
ture is 25°C. The diode temperature is not to be allowed to increase by more
than 10°C above ambient. If the reverse saturation current is 5.0 pA at 25°C
and increases at the rate 0.07°C~ I

,
what is the maximum reverse-bias voltage

which may be maintained across the diode?

3-14 A silicon diode operates at a forward voltage of 0.4 V. Calculate the factor by
which the current will be multiplied when the 'temperature is increased from
25 to 150°C. Compare the result with the plot of Fig. 3-8.

3-15 An ideal germanium p-n junction diode has at a temperature of 125°C a reverse
saturation current of 30 pA. At a temperature of 125°C find the dynamic resis-

tance for a 0.2 V bias in (a) the forward direction, (6) the reverse direction.

3-16 Prove that for an alloy p-n junction (with NA « ND ), the width W of the deple-
tion la^yer is given by

ap )

where V,- is the junction potential under the condition of an applied diode voltage
V d .

3-17 (a) Prove that for an alloy silicon p-n junction (with N A « ND ) }
the depletion-

layer capacitance in picofarads per square centimeter is given by

NAi
yj

(b) If the resistivity of the p material is 3.5 fi-cm, the barrier height V 0 is

0.35 V, the applied reverse voltage is 5 V, and the cross-sectional area is circular
of 40 mils diameter, find Ct-

3-18 (a) For the junction of Fig. 3-10, find the expression for the S and V as a func-
tion of x in the ft-type side for the case where AA and N

n

are of comparable
magnitude. Hint: Shift the origin of x so that x = 0 at the junction.

(6) Show that the total barrier voltage is given by Eq. (3-21) multiplied by
Na/(N

a

+ ND) and with IF = Wp + IFn .

(c) Prove that Cr = [qNANDt/2(NA + ND)]*V-*.

(d) Prove that Cr = eA/(Wp + IFn)

.

3-19 Reverse-biased diodes are frequently employed as electrically controllable vari-
able capacitors. The transition capacitance of an abrupt junction diode is

20 pF at 5 V. Compute the decrease in capacitance for a 1.0-V increase in bias.

3-20 Calculate the barrier capacitance of a germanium p-n junction whose area is

1 mm by 1 mm and whose space-charge thickness is 2 X 10~ 4 cm. The dielectric

constant of germanium (relative to free space) is 16.

3-21 The zero-voltage barrier height at an alloy-germanium p-n junction is 0.2 V.
The concentration N A of acceptor atoms in the p side is much smaller than the
concentration of donor atoms in the n material, and NA = 3 X 10 20 atoms/m 3

.

Calculate the width of the depletion layer for an applied reverse voltage of

(a) 10 V and (6) 0.1 V and (c) for a forward bias of 0.1 V. (d) If the cross-

CT = 2.9 X 10“
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sectional area of the diode is 1 mm 2
,
evaluate the space-charge capacitance

corresponding to the values of applied voltage in (a) and (b).

3-22 (a) Consider a grown junction for which the uncovered charge density p varies
' linearly with distance. If p = ax, prove that the barrier voltage Vj is given by

(b) Verify that the barrier capacitance CT is given by Eq. (3-23)

3-23 Given a forward-biased silicon diode with 1=1 mA. If the diffusion capaci-

tance is CD = 1 pF, what is the diffusion length LV 1 Assume that the doping of

the p side is much greater than that of the n side.

3-24 The derivation of Eq. (3-28) for the diffusion capacitance assumes that the p
side is much more heavily doped than the n side, so that the current at the junc-

tion is entirely due to holes. Derive an expression for the total diffusion capaci-

tance when this approximation is not made.

3-25 (a) Prove that the maximum electric field Sm at a step-graded junction with

Na » N

d

is given by

(b) It is found that Zener breakdown occurs when = 2 X 10 7 V/m = S*.

Prove that Zener voltage Vz is given by

y =
'

2qND

Note that the Zener breakdown voltage can be controlled by controlling the

concentration of donor ions.

3-26 (a) Zener breakdown occurs in germanium at a field intensity of 2 X 10 7 V/m.
Prove that the breakdown voltage is V

z

= 51/op, where <rp is the conductivity

of the p material in (SJ-cm)
-1

. Assume that NA ND .

(b) If the p material is essentially intrinsic, calculate V z-

( c ) For a doping of 1 part in 10 s of p-type material, the resistivity drops to

3.7 Q-cm. Calculate Vz-

(d) For what resistivity of the p-type material will Vz — IV?
3-27 (a) Two p-n germanium diodes are connected in series opposing. A 5-V battery

is impressed upon this series arrangement. Find the voltage across each junction

at room temperature. Assume that the magnitude of the Zener voltage is

greater than 5 V.

Note that the result is independent of the reverse saturation current. Is it

also independent of temperature?

Hint: Assume that reverse saturation current flows in the circuit, and then

justify this assumption.

(b) If the magnitude of the Zener voltage is 4.9 V, what will be the current in

the circuit? The reverse saturation current is 5 pA.

3-28 The Zener diode can be used to prevent overloading of sensitive meter move-
ments without affecting meter linearity. The circuit shown represents a dc
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voltmeter which reads 20 V full scale. The meter resistance is 560 Q, and
R i -t- R'2 = 99.5 K. If the diode is a 16-V Zener, find and R 2 so that, when
Vi > 20 V, the Zener diode conducts and the overload current is shunted away
from the meter.

Prob. 3-28

3-2? A series combination of a 15-V avalanche diode and a forward-biased silicon

diode is to be used to construct a zero-temperature-coefficient voltage reference.
The temperature coefficient of the silicon diode is -1.7 mV/°C. Express in

percent per degree centigrade the required temperature coefficient of the Zener
diode.

3-30 The saturation currents of the two diodes are 1 and 2 juA. The breakdown
voltages of the diodes are the same and are equal to 100 V.
(a) Calculate the current and voltage for each diode if V = 90 V and V = 110 V.
(b) Repeat part a if each diode is shunted by a lO-M resistor.

Prob. 3-30 Prob. 3-31

3-31 (a) The avalanche diode regulates at 50 V over a range of diode currents from
5 to 40 mA. The supply voltage V = 200 V. Calculate R to allow voltage
regulation from a load current IL = 0 up to Ilwx ,

the maximum possible value
of I L . What is 7 max ?

(6) If R is set as in part a and the load current is set at IL = 25 mA, what are
the limits between which V may vary without loss of regulation in the circuit?

3-32 (a) Consider a tunnel diode with ND = TJA and with the impurity concentration
corresponding to 1 atom per 10 3 germanium atoms. At room temperature calcu-
late (i) the height of the potential-energy barrier under open-circuit conditions
(the contact potential energy), (ii) the width of the space-charge region.

(6) Repeat part a if the semiconductor is silicon instead of germanium.
3-33 The photocurrent I in a p-n junction photodiode as a function of the distance x

of the light spot from the junction is given in Fig. 3-22. Prove that the slopes
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of In I versus x are — 1,LV and — 1 ,'L n ,
respectively, on the n and p sides. Note

that Lp represents the diffusion length for holes in the n material.

3-34 (a) For the type LS 223 photovoltaic cell whose characteristics are given in

Fig. 3-23, plot the power output vs. the load resistance R L .

(6) What is the optimum value of Rl ?

CHAPTER 4

4-1 (a) In the circuit of Prob. 3-27, the Zener breakdown voltage is 2.0 V. The
reverse saturation current is 5 fxA. If the silicon diode resistance could be
neglected, what would be the current?

(6) If the ohmic resistance is 100 Q, what is the current?

Note: Answer part b by plotting Fq. (3-9) and drawing a load line. Verify

your answer analytically by a method of successive approximations.

4-2 A p-n germanium junction diode at room temperature lias a reverse satura-

tion current of 10 fxA, negligible ohmic resistance, and a Zener breakdown voltage

of 100 V. A 1-K resistor is in series with this diode, and a 30-V battery is

impressed across this combination. Find the current (a) if the diode is forward-

biased, (b ) if the battery is inserted into the circuit with the reverse polarity,

(c) Repeat parts a and b if the Zener breakdown voltage is 10 V.

4-3 Each diode is described by a linearized volt-ampere characteristic, with incre-

mental resistance r and offset voltage V y . Diode D 1 is germanium with Vy =

Prob. 4-3 100 D2

0.2 V and r = 20 i2 ,
whereas D2 is silicon with Vy = 0.6 V and r = 15 12. Find

the diode currents if (a) R — 10 K, (6) R = 1 I\.

4-4 The photodiode whose characteristics are given in Fig. 3-21 is in series with a

30-V supply and a resistance R. If the illumination is 3,000 fc, find the current

for (a) R = 0, (6) R = 50 K, (c) R = 100 K.

4-5 (a) For the application in Sec. 4-3, plot the voltage across the diode for one

cycle of the input voltage v,. Let Vm = 2.4 V, Vy =0.6 V, Rf — 10 12, and
Rl = 100 12.

(6) By direct integration find the average value of the diode voltage and the load

voltage. Note that these two answers are numerically equal and explain why.

4-6 Calculate the break region over which the dynamic resistance of a diode is multi-

plied by a factor of 1,000.

4-7 For the diode clipping circuit of Fig. 4-9a assume that F/; = 10 V, i\ = 20 sin w/,

and that the diode forward resistance is R/ = 100 12 while R r = qo and T y = 0.

Neglect all capacitances. Draw to scale the input and output waveforms and
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label the maximum and minimum values if (a) R = 100 SI, (6) R ~ 1 K, and (c)

R = 10 K.

4-8 Repeat Prob. 4-7 for the case where the reverse resistance is Rr
- 10 K.

4-9 In the diode clipping circuit of Fig. 4-9a and d, = 20 sin col, R = 1 K, and

V R = 10 V. The reference voltage is obtained from a tap on a 10-K divider

connected to a 100-V source. Neglect all capacitances. The diode forward

resistance is 50 £2, Rr ~ «
f
and Vy ~ 0. In both cases draw the input and out-

put waveforms to scale. Which circuit is the better clipper? Hint: Apply

Th6venin 5

s theorem to the reference-voltage divider network.

4-10 A symmetrical 5-kHz square wave whose output varies between +10 and — 10 V
is impressed upon the clipping circuit shown. Assume Rf ~ 0, Rr = 2 M, and

Prob. 4-10

Vy — 0. Sketch the steady-state output waveform, indicating numerical values

of the maximum, minimum, and constant portions.

4-1 1 For the clipping circuits shown in Fig. 4-96 and d derive the transfer character-

istic v0 versus v t- ,
taking into account R; and Vy and considering R r = oo

.

4-12 The clipping circuit shown employs temperature compensation. The dc voltage

source Vy represents the diode offset voltage; otherwise the diodes are assumed

to be ideal with R; = 0 and R r — °o

.

() Sketch the transfer curve v 0 versus V{.

() Show that the maximum value of the input voltage v { so that the current in

D2 is always in the forward direction is

= V* + A (VR - V,)
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(c) What is the temperature dependence of the point on the input waveform at

which clipping occurs?

4-13 (a) In the clipping circuit shown, D2 compensates for temperature variations.

Assume that the diodes have infinite back resistance, a forward resistance of 50 12,

and a break point at the origin (Vy = 0). Calculate and plot the transfer char-

acteristic vQ against t\*. Show that the circuit has an extended break point, that

is, two break points close together.

D 1

?—

N

—1
1 ? C

+

Wv 1

R
9

LD2 + LDl
<
<
<

R
>(5K)

o 1
i

“o

“ 10 V 1
—-VR

o « , ! "i ) i

Prob. 4-13 Prob. 4-14

(6) Find the transfer characteristic that would result if D2 were removed and the

resistor R were moved to replace D2.

(c) Show that the double break of part a would vanish and only the single break

of part b would appear if the diode forward resistances were made vanishingly

small in comparison with R.

4-14 (a) In the peak clipping circuit shown, add another diode D2 and a resistor R'

in a manner that will compensate for drift with temperature.

(6) Show that the break point of the transmission curve occurs at Vr. Assume

R r » R » Rf.

(c) Show that if D2 is always to remain in conduction it is necessary that

Vi < vifiaax = Vr + — (Vr — Vy )

4-1 5 (a) The input voltage to the two-level clipper shown in part a of the figure

varies linearly from 0 to 150 V. Sketch the output voltage vQ to the same time

scale as the input voltage. Assume ideal diodes.

(6) Repeat (a) for the circuit shown in part b of the figure.

Prob. 4-15
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4-16 The circuit of Fig. 4-10a is used to “square” a 10-kHz input sine wave whose
peak value is 50 V. It is desired that the output voltage waveform be flat for

90 percent of the time. Diodes are used having a forward resistance of 100 12

and a backward resistance of 100 K.
(a) Find the values of VRl and VR2 .

(6) What is a reasonable value to use for R?
4-1/ (a) The diodes are ideal. Write the transfer characteristic equations (vQ as a

function of Vi).

(b) Plot v0 against v if indicating all intercepts, slopes, and voltage levels.

(c) Sketch Vo if v { = 40 sin ul. Indicate all voltage levels.

Prob. 4-17

4-18 (a) Repeat Prob. 4-17 for the circuit shown.
(b) Repeat for the case where the diodes have an offset voltage Vy = 1 V.

Prob. 4-18

4-19 Assume that the diodes are ideal. Make a plot of v0 against v{ for the range of
Vi from 0 to 50 V. Indicate all slopes and voltage levels. Indicate, for each
region, which diodes are conducting.

4-19

4-20 The triangular waveform shown is to be converted into a sine wave by using
clipping diodes. Consider the dashed waveform sketched as a first approxima-
tion to the sinusoid. The dashed waveform is coincident with the sinusoid at 0°,
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30°, 60°, etc: Devise a circuit whose output is this broken-line waveform when
the input is the triangular waveform. Assume ideal diodes and calculate the

values of all supply voltages and resistances used. The peak value of the sinusoid

is 50 V.

Prob. 4-20

4-21 Construct circuits which exhibit terminal characteristics as shown in parts a and
b of the figure.

4-22 The diode-resistor comparator of Fig. 4-13 is connected to a device which

responds when the comparator output attains a level of 0.1 V. The input is a

ramp which rises at the rate 10 VVs. The germanium diode has a reverse sat-

uration current of 1 /xA. Initially, R = 1 K and the 0.1-V output level is

attained at a time l = ti. If we now set R = 100 K, what will be the correspond-

ing change in U? - VR = 0.

4-23 For the four-diode sampling gate of Fig. 4-14 consider that is at its most nega-

tive value, say, v3 = — V3 . Then verify that the expressions for Vn
, m]n and Ve

, m iu

given in Eqs. (4-7) and (4-8) remain valid.

4-24 A balancing voltage divider is inserted between D3 and D4 in Fig. 4-14 so as to

give zero output voltage for zero input. If the divider is assumed to be set at its

midpoint, if its total resistance is R
}
and if R and Rf are both much less than Rc

or Rl ,
show that

v
*(

2 +f)(
1 +

i|;)
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4-25 (a) Explain qualitatively the operation of the sampling gate shown. The supply
voltage V is constant. The control voltage vc is the square wave of Fig. 4-146.

Assume ideal diodes with Vy = 0, Rf - 0, and R r
= oo

. Hint: When vc = Vc ,

the diodes D\ and D2 conduct (if V > Vmin ) and D3 and D4 are off. If

vc
~ — Vn ,

then D3 and D4 conduct and Dl and D2 are off.

Verify the following relationships:

(6 )

Rc R I

y
Ri Ri T 2jRl

where Ri = Rc \\Rz-

Vo _ 2Rl Ri

vs jfi?2 Ri T 2R[j

(d) V = Vr fl.min r a

Rc

jRc T Ri
y
Rc ~t~ R 2

(«) Vc
, mia = AV,

4-26 A diode whose internal resistance is 20 ft is to supply power to a 1,000-ft load
from a 110-V (rms) source of supply. Calculate (a) the peak load current (6)
the dc load current, (c) the ac load current, (d) the dc diode voltage, (e) the total
input power to the circuit, (/) the percentage regulation from no load to the given
load.

4-27 Show that the maximum dc output power Pdc = ydc Pio in a half-wave single-

phase circuit occurs when the load resistance equals the diode resistance Rf .

4-28 The efficiency of rectification 7j r is defined as the ratio of the dc output power

Pd c = VdJdc to the input power Pt
- = (1/27

r)r vd da.
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(a) Show that, for the half-wave-rectifier circuit,

40.6
Vr

1 + R,/Rl
%

(b) Show that, for the full-wave rectifier, 7j r has twice the value given in part a.

4-29 Prove that the regulation of both the half-wave and the full-wave rectifier is

given by

R
% regulation = —- = 100%

Rl

4-30 (a) Prove Eqs. (4-21) and (4-22) for the dc voltage of a full-wave-rectifier circuit,

(ib) Find the dc voltage across a diode by direct integration.

4-31 A full-wave single-phase rectifier consists of a double-diode vacuum tube, the

internal resistance of each element of which may be considered to be constant and

equal to 500 12. These feed into a pure resistance load of 2,000 12. The secon-

dary transformer voltage to center tap is 280 V. Calculate (a) the dc load cur-

rent, (b) the direct current in each tube, (c) the ac voltage across each diode, (d)

the dc output power, (e) the percentage regulation.

4-32 In the full-wave single-phase bridge, can the transformer and the load be inter-

changed? Explain carefully.

4-33 A 1-mA dc meter whose resistance is 10 12 is calibrated to read rms volts when

used in a bridge circuit with semiconductor diodes. The effective resistance of

each element may be considered to be zero in the forward direction and infinite

in the inverse direction. The sinusoidal input voltage is applied in series with a

5-K resistance. What is the full-scale reading of this meter?

4-34 The circuit shown is a half-wave voltage doubler. Analyze the operation of this

circuit. Calculate (a) the maximum possible voltage across each capacitor, (b)

the peak inverse voltage of each diode. Compare this circuit with the bridge

voltage doubler of Fig. 4-22. In this circuit the output voltage is negative with

respect to ground. Show that if the connections to the cathode and anode of

each diode are interchanged, the output voltage will be positive with respect

to ground.

Prob. 4-34

r
Input

L
4-35 The circuit of Prob. 4-34 can be extended from a doubler to a quadrupler by

adding two diodes and two capacitors as shown. In the figure, parts a and b are

alternative ways of drawing the same circuit.
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(a) Analyze the operation of this circuit.

(b) Answer the same questions as asked in Prob. 4-34.

(c) Generalize the circuit of this and of Prob. 4-34 so as to obtain »-fold multi-
plication when n is any even number. In particular, sketch the circuit for sixfold
multiplication.

(d) Show that n-fold multiplication, with n odd, can also be obtained provided
that the output is properly chosen.

Prob. 4-35

4-36 A single-phase full-wave rectifier uses a semiconductor diode. The transformer
voltage is 35 V rms to center tap. The load consists of a 40-/aF capacitance in
parallel with a 250-ft resistor. The diode and the transformer resistances and
leakage reactance may be neglected.

(a) Calculate the cutout angle.

(b) Plot to scale the output voltage and the diode current as in Fig. 4-25. Deter-
mine the cutin point graphically from this plot, and find the peak diode current
corresponding to this point.

(c) Repeat parts a and b, using a 160-/rF instead of a 40-/rF capacitance.

CHAPTER 5

5-1 (a) Show that for an n-p-n silicon transistor of the alloy type in which the
resistivity pB of the base is much larger than that of the collector, the punch-
through voltage V is given by V = 6.1 X 1(FUV/pb, where V is in volts, pB in
ohm-centimeters, and IF in mils. For punch-through, IF = TFb in Fig. 5-8a.
(6) Calculate the punch-through voltage if IF = 1 pm and pB = 0.5 Q-cm.

5-2 The transistor of Fig. 5-3a has the characteristics given in Figs. 5-6 and 5-7.
Let Vcc = 6 V, Rl - 200 12, and IE = 15 mA.
(a) Find Ic and VCB -
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(.b ) Find VEB and V h .

(c) If Ie changes by A I E = 10 mA symmetrically around the point of part a and

with constant Vcb, find the corresponding change in Ic .

5-3 The CB transistor used in the circuit of Fig. 5-3a has the characteristics given in

Figs. 5-6 and 5-7. Let Ic = —20 mA, VCb = — 4 V, and RL = 200 i2

.

(a) Find Vcc and IE .

(.b ) If the supply voltage Vcc decreases from its value in part a by 2 V while I E

retains its previous value, find the new values of Ic and VC n-

5-4 The CE transistor used in the circuit shown has the characteristics given in Figs.

5-10 and 5-11.

(a) Find VBB if Fee = 10 V, VCe = -1 V, and R fj = 250 11 .

(5) If Fee = 10 V, find R L so that Ic = —20 mA and VC e = —4 V. Find Vbb .

Prob. 5-4

5-5 If a — 0.98 and Vbe = 0.7 V, find R\ in the circuit shown for an emitter current

I E = —2 mA. Neglect the reverse saturation current.

5-6 (a) Find R c and fit, in the circuit of Fig. 5-12a if Fee = 10 V and Vbb = 5 V, so

that 7c = 10 mA and V C e — 5 V. A silicon transistor with (3 = 100, Vbe =

0.7 V, and negligible reverse saturation current is under consideration.

(6) Repeat part a if a 100-12 emitter resistor is added to the circuit.
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5-7 In the circuit shown, Vcc = 24 V, Rc = 10* K, and Re = 270 fi. If a silicon

transistor is used with = 45 and if Vce = 5 V, find R. Neglect the reverse

saturation current.

Prob. 5-7

5-8 For the circuit shown, transistors Ql and Q2 operate in the active region with

Vdei = Vbe 2 = 0.7 V, j8i = 100, and /3 2 = 50. The reverse saturation cur-

rents may be neglected.

(a) Find the currents 7B2 , h, / 2 ,
Ic 2 , /ai, 7ci, and /£ i.

(b) Find the voltages F0l and Vo2 .

+24V

5-9 (a) The reverse saturation current of the germanium transistor in Fig. 5-13 is

2 jaAat room temperature (25°C) and increases by a factor of 2 for each tempera-

ture increase of 10°C. The bias Vbb = 5 V. Find the maximum allowable

value for RB if the transistor is to remain cut off at a temperature of 75°C.

(b) If Vbb = 1.0 V and RB ~ 50 K, how high may the temperature increase

before the transistor comes out of cutoff?

5-10 From the characteristic curves for the type 2N404 transistor given in Fig. 5-14,

find the voltages Vbe, Vce
,
and Vbc for the circuit shown.
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Prob. 5-10

5-11 A silicon transistor with Vbe
, SBt = 0*8 V, P = hFE = 100, VC e, 8ftt = 0.2 V is used

in the circuit shown. Find the minimum value of Rc for which the transistor

remains in saturation.

Prob. 5-11

10V

5-12 For the circuit shown, assume /3 = hFE = 100.

() Find if the silicon transistor is in cutoff, saturation, or in the active region.

() Find V0 .

(c) Find the minimum value for the emitter resistor Rc for which the transistor

operates in the active region.

3 V
+
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5-1 3 If the silicon transistor used in the circuit shown has a minimum value of B = I, „
of 30 and if ICbo = 10 nA at 25°C:

() Find V0 for Vi = 12 V and show that Q is in saturation.

() Find the minimum value of for which the transistor in part a is in the
active region.

(c) If Ri = 15 K and Vi = 1 V, find V0 and show that Q is at cutoff.
(d) Find the maximum temperature at which-the transistor in part c remains
at cutoff.

12 y

5-14 Sihcon transistors with hFE = 100 are used in the circuit shown. Neglect the
reverse saturation current.

^ ^"1C

!

Whel1 V< = 0 V ' As6ume Q 1 is 0FF and justify the assumption.
(0) Find V0 when V{ = 6 V. Assume Q2 is off and justify this assumption.

12V

Prob. 5-14
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5-15 For the circuit shown, on = 0.98, a 2 = 0.96, T cc = 24 V, R c = 120 ft, and

lE = —100 mA. Neglecting the reverse saturation currents, determine (a) the

currents Ic i, I bi, I e\, Icz, I

B

2 ,
and Ic \

(b) Vce
;

(c) Ic
.
Ib, Ic/Ie.

5-16 Derive from Eqs. (5-24) and (5-25) the explicit expressions for Ic and IE in terms

of Vc and VE .

5-17 (a) Derive Eqs. (5-29) and (5-30).

(b) Derive Eq. (5-31).

5-1 8 Draw the Ebers-Moll model for an n-p-n transistor.

5-19 (a) Show that the exact expression for the CIO output characteristics of a p-n-p

transistor is

Vce = VT In — + VT hi

aN

IcO + OttflB — led — OCx)

I eo + Ib + Ic{ 1 — «/)

(.b) Show that this reduces to Eq. (5-31) if Ib Ieo and In » Ico/oln.

5-20 (a) A transistor is operating in the cutoff region with both the emitter and

collector junctions reverse-biased by at lea-t a few tenths of a volt. Prove that

the currents are given by

T
I Eo{ 1 — «iv)

1 — aEai

J
Ico{ 1 — ocj)

1 — OLfiOll

{b) Prove that the emitter-junction voltage required just to produce cutoff

(IE = 0 and the collector back-biased) is

VE = Vt In (1 - ax)

5-21 (a) Find the collector current for a transistor when both emitter and collec-

tor junctions arc reverse-biased. Assume ICo = 5 pA, I eo = 3.57 juA, and

ay = 0.98.

(,b ) Find the emitter current It: under the same conditions as in part a.
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5-22 Show that the emitter volt-ampere characteristic of a transistor in the active
region is given by

Ie ~ Is£ Vb!Vt

where Is = — Ieo/( 1 — aNcn). Note that this characteristic is that of a p-n
junction diode.

5-23 (a) Given an n-p-n transistor for which (at room temperature) aN = 0.98,
Ico = 2 pA

}
and Ieo = 1.6 pA. A common-emitter connection is used, and

Vac = 12 V and Rl = 4.0 K. What is the minimum base current required in
order that the transistor enter its saturation region?

(b) Under the conditions in part a, find the voltages across each junction between
each pair of terminals if the base-spreading resistance rbb , is neglected.
(c) Repeat part b if the base current is 200 pA.

0d) How are the above results modified if rbb ,
= 250 Q?

5-24 Plot the emitter current vs. emitter-to-base voltage for a transistor for which
<xn = 0.98, ICo = 2 pA

}
and Ieo = 1.6 pA if (a) Vc = 0, (b) Vc is back-biased

by more than a few tenths of a volt. Neglect the base-spreading resistance.

5-25 Plot carefully to scale the common-emitter characteristic Ic/Ib versus VCe for a
transistor with = 0.90 = ca.

5-26 Show that

T _ j Ico
ices — Iceo =

1 — axon 1 — aN

5-27 A common method of calculating aN and ctj is by measurement of ICo, Iceo, and
Ices . Show that

Iceo Ico 1 — Ico/Ices

*ceo 1 — Ico/

I

ceo

5-28 The collector leakage current is measured as shown in the figure, with the emitter
grounded and a resistor R connected between base and ground. If this current
is designated as ICer, show that

j Icoi 1 + IeoR/Vt)
iCER —

1 — clnCLi + (IeoR/Vt) (1 — CtN )
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5-29 For the circuit shown, verify that V0 = VCc when

Under these conditions the base current exceeds the emitter current.

5-30 For the circuit shown, prove that the floating emitter-to-base voltage is given by

Vebf = Ft In (1 — cun')

Neglect rbb,.

5-31 For the “floating-base” connection shown, prove that

IcT —
2 — CiN

(1 — aN )
2
ICO

Assume that the transistors are identical.
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5-32 (a) Show that if the collector junction is reverse-biased with \VCB
\
» V T the

voltage Vbe is related to the base current by

r ( .

R* \— In I H
)

\ 1 “ &N/

+ IcoRe

1 — aN
+ Vt In 1 H-

Ib{ 1 — Qixotj)

^
alV (l — a,)

Ieo{\ - aN) cti(l — aN )

where rw , is the base-spreading resistance, and Ii E is the emitter-body resistance
(6) Show that VBe = /,(»*. + Re) + 7,(1 + I„/IE) if the collector is open-
circuited.

5-33 A transistor is operated at a forward emitter current of 2 niA and with the collec-
tor open-circuited. Find (a) the junction voltages Vc and Vp, (6) the collector-
to-emitter voltage VCE . Assume Ic0 = 2 pA, IE0 = 1.6 M A, ccN = 0.98. Is the
transistor operating in saturation, at cutoff, or in the active region?

5-34 Photodiode ] N77 (Fig. 3-21) is used in the circuit shown. RL represents the
coil resistance of a relay for which the current required to close the relay is 6 m\
The transistor used is silicon with Vbe = 0.7 V and hFE = 100.

Pec = 20 V

() Find the voltage Vn at which switching of the relay occurs.
() Find the minimum illumination required to close the relay.’
(c) K the relay coil is placed directly in series with the phototransistor of Fig.
5-25 across 20 V, find the illumination intensity required to close the relay

CHAPTER 6

6-1

6-2

Convert the following decimal numbers to binary form: (a) 671, (6) 325, (c) 152.
The parameters in the diode or circuit of Fig. 6-3 are F(0) = -M2 V V(\\

thf

V
't

B
't 7 T-?

R = 10 K
’ R/ = °’ Rr =

’
and V* = °’6 V ' Calculate

the output levels if one input is excited and if (a) V R = H-12 V (b) V, - -Mn V
<«> F* - +» V

. *“> W y. - 0 V. For which of thJ fatin'
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satisfied (except possibly for a shift in level between input and output)? (e)

Repeat part a if three inputs are excited.

6-3 Consider a two-input positive-logic diode or gate (Fig. 6-3 with the diodes

reversed) and with VR — 0. The inputs are the square waves v\ and i/ 2 indicated.

Sketch the output waveform if the ratio of the amplitude of v2 to Vi is (a) 2 and

(6) Assume ideal diodes {Rf = 0, R r = *>, and V7 = 0) and R s = 0.

Prob. 6-3

10 V

ov-

ov-
t

6-4 Consider two signals, a 1-kIIz sine wave and a 10-kIIz square wave of zero aver-

age value, applied to the or circuit of Fig. 6-3 with V R — 0. Draw the output

waveform if the sine-wave amplitude (a) exceeds the square-wave amplitude,

(ib ) is less than the square-wave amplitude.

6-5 Consider a two-input positive-logic diode and circuit (Fig. 6-5) with VR = 15 V,

R = 10 K, R a = 1 K. Assume ideal diodes and neglect all capacitances. A
square wave v if extending from —5 to +5 V with respect to ground, is applied

simultaneously to both inputs, (a) Sketch the output v0 and calculate the

maximum and minimum voltages with respect to ground. (5) If tq = v {
and

v 2 = — v i} calculate the voltage levels of v 0 and plot.

6-6 (a) Using a clamping diode draw an and diode gate whose output is V' when there

is no coincidence, and F(l) when there is. Assume that VR > F(l) and that

positive logic is used.

(5) Find the minimum required value of V and the maximum number of inputs

if the rated current of the catching diode is Im .

6-7 (a) Indicate how to modify the circuit of Prob. 6-5 so that the minimum voltage

is zero.

(ib ) Repeat parts a and b of. Prob. 6-5 assuming maximum rated current of the

catching diode 5 mA.
(c) Find the maximum number of inputs if rated current of catching diode is

50 mA.

6-8 Consider a two-input positive-logic diode and circuit (Fig. 6-55) with VR = 10 V,

R = 10 K, and R s = 0. Assume ideal diodes and neglect capacitances. The

input waveforms are V\ and v 2 sketched in Prob. 6-3. Sketch the output wave-

form if the ratio of the amplitude of v 2 to Vi is (a) 2, (b) 1, and (c) Repeat part

b if R s = 1 K.

6-9 The binary input levels for the and circuit shown are F(0) = 0 V and F(l) =

25 V. Assume ideal diodes. If v\ = F(0)andf 2 = F(l), then va is to be at 5 V.

However, if v l = v 2 = F(l), then v 0 is to rise above 5 V.



o
to

o
^

794 / INTEGRATED ELECTRONICS App. C

() What is the maximum value of VR which may be used?
() If Vr 20 V, what is v 0 at a coincidence [vi == ~~ 1^(1)]? Wbat are the
diode currents?

(c) Repeat part b if VR = 40 V.

6-10 The two-input-diode and circuit shown uses diodes with Rf = 500 Rr = oo,

and Vy = 0. The quiescent current in DO is 6 mA, and the currents in D1 and
D2 are each 4 mA
(a) Calculate the quiescent output voltage v0 and the values of R and R'.
(b) Calculate the output voltage when one input diode is cut off. Calculate this
result approximately by assuming that the currents through R and the remaining
input diode do not change. Also, calculate the result exactly.
(c) Assume that diode DO is omitted, that the currents in Dl and D2 remain
4 mA each, and that the output v0 is the same as that found in part a. Find R
and R f

.

(d) If the conditions are as indicated in part c but one of the diodes is cut off,

find the output voltage v0 . Compare with the result in part b when DO acts as a
clamp.

6-1

1

Find vQ and v' if (a) there are no pulses at either A or R, (6) there is a 30-V positive
pulse at A or B, and (c) there are positive pulses at both A and B. (d) What is
the minimum pulse amplitude which must be applied in order that the circuit
operate properly? Assume ideal diodes.

C

c

-DO

-*

H4-
D2

Prob. 6-11
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6-1 2 (a) Verify that the circuit shown is an inverter by calculating the output levels

corresponding to input levels of 0 and —6 V. What minimum value of hFE is

required? Neglect junction saturation voltages and assume an ideal diode.

(ib ) If the reverse collector saturation current at 25°C is 5 juA, what is the maxi-

mum temperature at which this inverter will operate properly?

6-13 For the circuit shown in Fig. 6-7, VCc = 8 V, VBb = 8 V, Vbe — 0, and Rc =
2.2 K. The inverter is to operate properly in the temperature range —25 to

125°C. The silicon transistor used has (hFE) min — 65 at 25°C, 55 at — 25°C,

85 at 125°C, and Icbo = 5 nA at 25°C. The desired logic levels are 7(1) =
8 ± 2 V, 7(0) = 0.2 ± 0.2 V.

(a) Find the maximum value of Ri if R 2 = 100 K.

(b) If the desired logic levels are 7(1) =4 + IV and 7(0) = 0.2 ± 0.2 V, what
modification should you make to this circuit?

6-14 A half adder is a combination of or and and gates. It has two inputs and two
outputs and the following truth table:

Input 1 Input 2 Output 1 Output 2

0 0 0 0

0 1 1 0

1 0 1 0

1 1 0 1

Draw the logic block diagram for a half adder.

6-15 The four inputs v i} v 2} v Zi and i> 4 are voltages from zero-impedanee sources whose

values are either 7(0) = 10 V or 7(1) = 20 V. The diodes are ideal. Vr =
25 V, R x = 5 K, and R 2 = 10 K.

(a) If Vi — v 2 ~ 10 V and v$ = v A = 20 V, find v Q and the currents in each diode.

(b) If Vi = i> 3 = 10 V and v2 = v A = 20 V, find vQ and the currents in each diode.

(c) Sketch in block-diagram form the logic performed by this circuit.

(d) Verify that in order for the circuit to operate properly the following inequal-

ity must be satisfied:

Vr - 7(0)
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Prob. 6-15

6-16 (a) In block-diagram form indicate the logic performed by the diode system
shown. The input levels are 7(0) = -8 V and 7(1) = +2 V. Neglect source
resistance and assume that the diodes are ideal. Justify your answer by calculat-
ing the voltages vA ,

vB
,
and v0 (and indicating which diodes are conducting)

under the following circumstances: (i) all inputs are at 7(0); (ii) some but not
all inputs in A are at 7(1) and all inputs in B are at 7(0); (iii) all inputs in A
are at 7(1) and some inputs in B are at 7(1); and (iv) all inputs are at 7(1).
(b) If the 10-K resistance were increased, at what maximum value would the
circuit no longer operate in the manner described above?
(c) Indicate how to modify the circuit so that the output levels are -5 and 0 V,
respectively.

6-17 (a) Verify De Morgan's law [Eq. (6-27)] in a manner analogous to that given in
the text in connection with the proof of Eq. (6-25).

(6) Prove Eq. (6-27) by constructing a truth table for each side and verifying
that these two tables have the same outputs.

6-18 Verify the auxiliary Boolean identities in Table 6-4 (page 174).
6-19 Using Boolean algebra, verify

(a) A-\-B-\-A-\-B = A
(b) AB -j- AC -j- BC = AC + BC
Hint: Multiply the fi rst term on the left-hand side by C -j- C = 1.

(c) AB + BC + CA = AB + BC + CA
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6-20 Using Boolean algebra, verify

(a) (A + B)(B + C)(C + A) = AB + BC + CA
(b) (A + B)(A + C) = AC + A£
(c) AB + BC + AC = AB + BC
Hint: A term may be multiplied by B + B = 1.

6-21 Given two iV-bit characters which are available in parallel form. Indicate in

block-diagram form a system whose output is 1 if and only if all corresponding

bits are equal, that is, only if the two characters are equal.

6-22 A, B, and C represent the presence of pulses. The logic statement 11A or B and
C” can have two interpretations. Which arc they? In block-diagram form
draw the circuit to perform each of the two logic operations.

6-23 A circuit has three input and one output terminals. The output is 1 if any two
of the three inputs are 1 and is 0 for any other combination of inputs. Draw a

block diagram of this logic circuit.

6-24 In block-diagram form draw a circuit to perform the following logic: If pulses

A i, A 2 ,
and A 3 occur simultaneously or if pulses B v and B 2 occur simultane-

ously, an output pulse is delivered, provided that pulse C does not occur at

the same time. No output is to be obtained if A h A 2) A h Bu and B 2 occur

simultaneously.

6-25 A single-pole double-throw switch is to be simulated with and, or, and inhibitor

circuits. Call the two signal inputs A and B. A third input C receives the

switching instructions in the form of a code: 1 (a pulse is present) or 0 (no pulse

exists). It is desired that C = 1 set the switch to A and C = 0 set the switch

to B, as indicated schematically. In block-diagram form show the circuit for

this switch.

o Output Prob. 6-25

6-26 In block-diagram form draw a circuit which satisfies simultaneously the condi-

tions a, b, and c as follows:

() The output is excited if any pair of inputs A l} A 2 ,
and A 3 is excited, provided

that B is also excited.

() The output is 1 if any one (and only one) of the inputs A h A 2 ,
or A 3 is 1,

provided that B = 0.

(c) No output is excited if A i, A 2 ,
and A 3 are simultaneously excited.

6-27 (a) For the illustrative nano gate of Fig. 6-19a calculate the minimum value of

Jife taking junction voltages into account.

(6) What is the maximum noise voltage (superimposed upon the logic level)

which will still permit the circuit to operate properly? Consider the following-

two cases: (i) a complete coincidence and (ii) all inputs but one in the 1 state.

(c) What is the maximum value of the source resistance which will still permit

proper circuit operation? Assume a 0.7-V drop across a conducting diode.
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6-28 The circuit shown uses silicon diodes and a silicon transistor. The input A or B
is obtained from the output Y of a similar gate.

() What are the logic levels? Take junction voltages into account.

() Verify that the circuit satisfies the nand operation. Assume hFE, m in ~ 15.

(c) What is the maximum allowable value of IcboI

(d) Now neglect junction voltages and ICbo and verify that the circuit satisfies

the nor operation.

6-29 Verify that the circuit shown is an exclusive or.

Prob. 6-29

6-30 Verify that the nor-nor topology is equivalent to an or-and system.

6-31 Verify that the logic operations or, and, and not may be implemented by using

only nor gates.

6-32 What logic operation is performed by the circuit shown, which consists of inter-

connected nor gates?

Prob. 6-32
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6-33 (a) Implement the exclusive or gate using (i) nor gates, (ii) nand gates.

(6) Repeat part a for the half adder of Prob. 6-14.

6-34 (a) The discrete-components circuit of a DTL gate shown uses a silicon transistor

with worst-case values of VuE taat = 1.0 V and Vce ,^ t = 0.5 V. The voltage

across any silicon diode (when conducting) is 0.7 V. Assume that D 1 consists

of two diodes in series. The circuit parameters are Vcc — Vbb ~ 12 Y
}
R =

15 K, R 2 “ 100 K, and R c = 2.2 K. The inputs to this switch are obtained

from the outputs of similar gates. Verify that the circuit functions as a positive

nand. In particular, for proper operation, calculate the minimum value of the

clamping voltage V' and hFE .

(6) Will the circuit operate properly if D 1 is (i) a single diode or (ii) three diodes

in series?

(c) Replace D1 by a 15-K resistance and repeat part a. Compare the binary

levels in part a and c.

(<d) What is the maximum allowed fan-in, assuming that the diodes are ideal?

What is a practical limitation on fan-in?

12V

Prob. 6-34

B

C

-12V

6-35 The DTL shown uses silicon devices with VB E, B&t
= 0.8 V, VCe^ t

= 0.2 V,

V7 = 0.5 V, and the drop across a conducting diode = 0.7 V. The inputs to this

switch are obtained from the outputs of similar gates.

Prob. 6-35
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(a) Verify that the circuit functions as a positive nand and calculate hFFimiD .

Assume that the transistor is essentially cut off if the base-to-emitter voltage

is at least 0.1 V smaller than the cutin voltage V7 .

(

b

) Assume that the diode reverse saturation current is equal to the transistor

reverse saturation collector current. Find Icao, mnx .

(c) If all inputs are high, what is the magnitude of noise voltage at the input

which will cause the gate to malfunction?

(id ) Repeat part c if at least one input is low.

6-36 (a) Analyze the DTL circuit shown. Use the voltage drops given in Prob. 6-35.

(6) Find hF E,m \ Q if two similar gates are to be driven by this circuit.

(c) Find the noise margins.

5.2V 3V

6-37 (a) Analyze the DTL circuit shown. Use the voltage drops given in Prob. 6-35.

(6) If hFE — 25, calculate the fan-out N.

(c) For a fan-out of 10 and assuming a diode reverse saturation current of 15 pA,

what is V(l)?

4V

Prob. 6-37

-2 V
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6-38 The positive DTL nand gate of Prob. 6-39 is to operate properly in the tempera-
ture range -50 to 160°C. The silicon transistor has hFE

, mia = 50 at -50°C,
h-FE

, m in — 65 at 25°C, and hFFtm]n = 100 at 160°C. The reverse saturation col-

lector current of the transistor at 25°C is ICbo = 0.5 nA, and it equal to the
reverse saturation current of the silicon diode. The maximum current rating

of the transistor is 50 mA. The gate will be used in a system with power supply
voltage of 5 V, and the allowed variation in F(l) is ±0.5 V. The desired abso-
lute value of the noise margin is 1.5 V and the desired fanout is 10. The transis-

tor is considered off if Vbe < 0.4 V.

(a) Calculate the minimum required number of diodes between P and the base
of the transistor.

(b) Calculate the maximum value of R 2 .

(c) For the values found in (a) and (6) determine the range of values that Rc

can take.

(d) Using the middle value of R c found in part (c), specify the range of values
that Ri can take.

6-39 For the integrated positive DTL nand gate shown, prove that

() The maximum number of diodes that can be used is given by nmax =
(VCc — VBE, Hat)/Vd, where Vd is the voltage drop across a diode.

() The maximum fan-out is given by

Assume that VBE, B&t ~ Vd and VCc - Vd » VcE
, etii .

6-40 For the modified integrated positive DTL nand of Fig. 6-24 specify hFB and the

maximum current rating in order to have a fan-out of 50.

6-41 For the integrated positive DTL gate shown
(a) Verify its function as a nand gate and specify the state of each transistor

when at least one input is low and also at a coincidence.

(b) For bF E

,

min 30, calculate the fan-out of this gate. The inputs of this gate
are obtained from the outputs of similar gates, and its output drives similar gates.
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5V

6-42 In the integrated positive DTL nand gate of Fig. 6-24 a Schottky diode is

fabricated between base and collector to prevent the transistor Q2 from saturat-

ing. The anode of the Schottky diode is at the base and the drop across the

diode when conducting is 0.4 V (Sec. 7-13).

(a) Explain why the transistor Q2 does not go into saturation.

(b) Verify the operation of the gate as a nand gate and calculate noise margins.

(c) Find the logic levels and maximum fan-out if the inputs of this gate are

obtained from similar gates and outputs drive similar gates and Hfe = 30.

6-43 Verify that this wired circuit performs the exclusive or function.

Prob. 6-43

6-44 (a) For the high-threshold logic nand gate of Fig. 6-26, if V 2 of the diode is

6.9 V, verify that this circuit functions as a positive nand and calculate hFE
,min .

The inputs of this gate are obtained from the output of similar gates.

(b) Calculate noise margins.

(c) Calculate the fan-out of this gate if hF E, m s n = 40.

6-45 If the output in Fig. 6-26 is capacitively loaded (by C), then the rise time as Y
goes from its low to its high state will be long because of the high load resistance

(15 K) of Q2. To reduce this time constant the active pull-up circuit indicated

in the dashed block is added across the 3 5-K resistor.

() Explain how the circuit works.

() Why not simply replace 15 K by 1.5 K?
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Prob. 6-45

6-46 (a) For the IC positive TTL nand gate shown in Fig. 6-27, calculate hFE
, min

for proper operation of the circuit.

(b) Calculate noise margins.

(c) Calculate the fan-out if hFE
,m \j,

= 30.

6-47 For the IC positive nand TTL gate shown, if the inputs are obtained from the

outputs of similar gates and hFEttaia of the transistors is 30, verify its operation

as a nand gate when the fan-out is 10.

() At coincidence, find the state of each transistor and all currents and voltages

of the circuit.

() Repeat part a if at least one input is low.

(c) Find the logic levels.

(d) Calculate the peak current drawn from the supply during the transient.

( e ) Calculate maximum fan-out for proper operation of the gate.

5V

Prob. 6-47

*<6
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6-48 For an RTL IC positive nor gate prove that the maximum fan-out can be
approximated by the formula

Rb

6-49 The inputs of the RTL IC positive nor gate shown in Fig. 6-29 are obtained

from the outputs of similar gates and the outputs drive similar gates. If the

supply voltage of the system is 5 V and the temperature range for proper opera-

tion of the gate is —50 to 150°C, calculate the maximum permissible values of the

resistances. Assume hFE = 30 at — 50°C, Icbo = 10 nA at 25°C
J
and the

desired fan-out is 10.

6-50 Verify that the DCTL circuit shown with the fan-in transistors in series satisfies

the nand operation. Assume that for the silicon transistors, VCb^% = 0.2 V and
Vbe,' U = 0.8 V. Calculate the collector currents in each transistor when all

inputs are high. The input to each base is taken from the output of a similar

gate.

-Vinax hl'E. min

CHAPTER 7

7-1 (a) Verify that Eq. (7-3) meets the stated boundary conditions.

(6) Verify that Eq. (7-5) satisfies the diffusion equation (7-2) and that it meets
the stated boundary conditions.

7-2 A silicon wafer is uniformly doped with phosphorus to a concentration of

10 15 cm“ 3
. Refer to Table 2-1 on page 29. At room temperature (300°K) find

() The percentage of phosphorus by weight in the wafer.

() The conductivity and resistivity.

(c) The concentration of boron, which, if added to the phosphorus-doped wafer,

would halve the conductivity.

7-3 (a) Using the data of Fig. 7-8, calculate the percent maximum concentration

of arsenic (atoms per cubic centimeter) that can be achieved in solid silicon. The
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7-4

7-5

concentration of pure silicon may be calculated from the data in Table 2-1 on
page 29.

(6) Repeat part a for gold.

() How long would it take for a fixed amount of phosphorus distributed over
one surface of a 25-^m-thick silicon wafer to become substantially uniformly dis-
tributed throughout the wafer at 1300°C? Consider that the concentration is

sufficiently uniform if it does not differ by more than 10 percent from that at the
surface.

() Repeat part a for gold, given that the diffusion coefficient of gold in silicon is

1.5 X 10 -G cm2/s at 1300°C.

Show that the junction depth x}
- resulting from a Gaussian impurity diffusion

into an oppositely doped material of background concentration Nbc is given by

Xj = (2 Dt In
Q2 V

V n 1

bcttDiJ

7-6 A uniformly doped n-type silicon substrate of 0.1 12-cm resistivity is to be
subjected to a boron diffusion with constant surface concentration of 4.8 X
10 18 cm-3

. The desired junction depth is 2.7 pm.
() Calculate the impurity concentration for the boron diffusion as a function of
distance from the surface.

() How long will it take if the temperature at which this diffusion is conducted
is 1J00°C?

(c) An n-p-n transistor is to be completed by diffusing phosphorus at a surface
concentration of 10 21 cm"-3 . If the new junction is to be at a depth of 2 pm,
calculate the concentration for the phosphorus diffusion as a function of distance
from the surface.

(d) Plot the impurity concentrations (log scale) vs. distance (linear scale) for
parts a and c, assuming that the boron stays put during the phosphorus diffusion.

Indicate emitter, base, and collector on your plot.

(e) If the phosphorus diffusion takes 30 min, at what temperature is the appa-
ratus operated?

7-7 List in order the steps required in fabricating a monolithic silicon integrated
transistor by the epitaxial-diffused method. Sketch the cross section after each
oxide growth. Label materials clearly. No buried layer is required.

7-8 Sketch to scale the cross section of a monolithic transistor fabricated on a 5-mil-
thick silicon substrate. Hint: Refer to Sec. 7-1 and Figs. 7-12 and 7-13 for
typical dimensions.

7-9 Sketch the five basic diode connections (in circuit form) for the monolithic
integrated circuits. V, hich will have the lowest forward voltage drop? Highest
breakdown voltage?

7-10 If the base sheet resistance can be held to within +10 percent and resistor
line widths can be held to ±0.1 mil, plot approximate tolerance of a diffused
resistor as a function of line width w in mils over the range 0.5 < w < 5.0.

(Neglect contact-area and contact-placement errors.)

7-11 A 1-mil-thick silicon wafer has been doped uniformly with phosphorus to a con-
centration of 10 16 cm-3

,
plus boron to a concentration of 2 X 10 15 cm~ 3

. Find
its sheet resistance.
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7-12 (a) Calculate the resistance of a diffused crossover 4 mils long, 1 mil wide, and

2 jam thick, given that its sheet resistance is 2.2 ^/square. 1

(b)
Repeat part a for an aluminum metalizing layer 0.5 jam thick of resistivity

2.8 X 10
-6

ft-cm. Note the advantage of avoiding diffused crossovers.

7-13 (a) What is the minimum number of isolation regions required to realize in

monolithic form the logic gate shown?

(6) Draw a monolithic layout of the gate in the fashion of Fig. 7-256.

Prob. 7-13

7-14 Repeat Prob. 7-13 for the difference amplifier shown.

Prob. 7-14

6

6
^
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7-15 For the circuit shown, find (a) the minimum number, (b) the maximum number,
of isolation regions.

Prob. 7-15

3
o- 64

7-16 For the circuit shown, (a) find the minimum number of isolation regions, and
(b) draw a monolithic layout in the fashion of Fig. 7-26, given that (i) Ql, Q2

,

and Q3 should be single-base-stripe, 1- by 2-mil emitter, transistors, (ii) Ih = R 2 =
Rz = 400 ft, R 4 — 600 ft. Use 1-mil-wide resistors.

Prob. 7-16

7-17 An integrated junction capacitor has an area of 1,000 mils 2 and is operated at a

reverse barrier potential of 1 V. The acceptor concentration of 10 15 atoms/cm 3

is much smaller than the donor concentration. Calculate the capacitance.

7-18 A thin-film capacitor has a capacitance of 0.4 pF/mil 2
. The relative dielectric

constant of silicon dioxide is 3.5. What is the thickness of the Si0 2 layer in

angstroms?

7-19 The n-type epitaxial isolation region shown is 8 mils long, 6 mils wide, and
1 mil thick and has a resistivity of 0.1 ft-cm. The resistivity of the p-type
substrate is 10 ft-cm. Find the parasitic capacitance between the isolation

region and the substrate under 5-V reverse bias. Assume that the sidewalls

contribute 0.1 pF/mil 2
.
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isolation diffusion

(5 x lO'^cm- 3
)

n-type isolation region

Prob. 7-19

Note: In the 'problems that follow
,
indicate your answer by giving the letter of the

statement you consider correct.

7-20 The typical number of diffusions used in making epitaxial-diffused silicon inte-

grated circuits is (a) 1, (6) 2, (c) 3, (d) 4, (e) 5.

7-21 The “buried layer” in an integrated transistor is (a) p
+ doped, (6) located in the

base region, (c) n+ doped, (d) used to reduce the parasitic capacitance.

7-22 Epitaxial growth is used in integrated circuits (ICs)

() To grow selectively single-crystal p-doped silicon of one resistivity on a

p-type substrate of a different resistivity.

() To grow single-crystal n-doped silicon on a single-crystal p-type substrate.

(c) Because it yields back-to-back isolating p-n junctions.

(d) Because it produces low parasitic capacitance.

7-23 Silicon dioxide (Si0 2) is used in ICs

(a) Because it facilitates the penetration of diffusants.

(b) Because of its high heat conduction.

(c) To control the location of diffusion and to protect and insulate the silicon

surface.

(d) To control the concentration of diffusants.

7-24 The p-type substrate in a monolithic circuit should be connected to

(a) The most positive voltage available in the circuit.

(b) The most negative voltage available in the circuit.

(c) Any dc ground point.

(d) Nowhere, i.e., be left floating.

7-25 Monolithic integrated circuit systems offer greater reliability than discrete-

component systems because

() There are fewer interconnections.

() High-temperature metalizing is used.

(c) Electric voltages are low.

(d) Electric elements are closely matched.

7-26 The collector-substrate junction in the epitaxial collector structure is, approxi-

mately,

() A step-graded junction.

() A linearly graded junction.

(c) An exponential junction.

(d) None of the above.

7-27 The sheet resistance of a semiconductor is

() An undesirable parasitic element.

() An important characteristic of a diffused region, especially when used to

form diffused resistors.
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(c) A characteristic whose value determines the required area for a given value
of integrated capacitance.

(d) A parameter whose value is important in a thin-film resistance.

7-28 Isolation in ICs is required.

() To make it simpler to test circuits.

() To protect the components from mechanical damage.
(c) To protect the transistor from possible “thermal runaway.”
(d) To minimize electrical interaction between circuit components.

7-29 Almost all resistors are made in a monolithic IC
() During the emitter diffusion.

() While growing the epitaxial layer.

(c) During the base diffusion.

(d) During the collector diffusion.

7-30 Increasing the yield of an integrated circuit

() Reduces individual circuit cost.

() Increases the cost of each good circuit.

(c) Results in a lower number of good chips per wafer.

(d) Means that more transistors can be fabricated on the same size wafer.

7-31 In a monolithic-type IC

() All isolation problems are eliminated.

-

() Resistors and capacitors of any value may be made.
(c) All components are fabricated into a single crystal of silicon.

(d) Each transistor is diffused into a separate isolation region.

7-32 The main purpose of the metalization process is

(a) To interconnect the various circuit elements
(b) To protect the chip from oxidation.

(c) To act as a heat sink.

(d) To supply a bonding surface for mounting the chip.

CHAPTER 8

Note: Unless otherwise specified
,

all transistors in these problems are identical
,
and

the numerical values of their h parameters are given in Table 8-2. Also assume that all

capacitances are arbitrarily large.

8-1 (a) Using Fig. 8-66 write the input and output equations.

(6) Draw the hybrid model for a CB transistor and write the input and output
equations.

8-2 (a) Describe how to obtain h ic from the CE input characteristics.

(6) Repeat part a for hrc . Explain why this procedure, although correct in

principle, is inaccurate in practice.

8-3 The transistor whose input characteristics are shown in Fig. 8-2 is biased at
Vce = -8 V and IB = -300 pA.

() Compute graphically h/ e and h oc at the quiescent point specified above.

() Using the h parameters computed in part a, calculate h/b and h ob .

8-4 Justify the statement in the footnote to Table 8-3. Hint: Draw a CE transistor
circuit with a signal voltage Vs between base and ground. Now interchange
B and E and observe the resulting configuration.
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8-5 (a) Find the CC h parameters in terms of the CE h parameters.

(b) Find the CE h parameters in terms of the CC parameters.

8-6 (a) Find the Kb in terms of the CE h parameters.

(b) Find Ke in terms of the CB h parameters.

8-7 (a) Show that the exact expression for hfe in terms of the CB hybrid parameters

is

h/bi\ Kb) H- hibh0b
Ke = —

(l + Kb)( l — Kb) + KbKb

(b) From this exact formula obtain the approximate expression for hfe .

(c) Show that the exact expression for hfb in terms of the CE hybrid parameters

is

Ml Kc) H- hiehoe
h/b = —

(1 + hfe) (1 — Ke) + h0€hi ,

(d) From this exact formula obtain the approximate expression for h/b .

8-8 For the circuit shown, verify that the modified h parameters (indicated by

primes) are

(1 H- hfe) R e /IA L / Ke H- hoeR c

(a) h'ie ~ Ke +
1 + hoeR e

/ \ l ^ ^fe hoeRe
(C) flfe —

1 + hoeRe

(b) h'n =

(d) K e =

1 + h 0eRe

Ke

1 + hoeRe

(ie

)

To what do these expressions reduce if hoeRe <3C 1?

Prob. 8-8

8-9 Show that the overall h parameters of the accompanying two-stage cascaded

amplifier are

/ \ L l' ^12^21 .// /,v T ^12^12
(a) /in = hu — -—;

—
f -j-, fi

u

(o) /iiz -

(c) /l21 = -

1 + h'^h'A
11

hiih'A

1 H- /l22^1

1 + h^hii

u h -‘-

(d) /122 — /122

1 H- h^h
h%277 ri 22

*
1 ^

h’ tl"

|

*

T~
V,

[

1

+

l

Prob. 8-9
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8-10 Show that the overall h parameters for the composite transistor shown are

(1 — + h/ ei)h ic 2

(a) h ie — hut +

( b )
h/ e = hfe I H-

(c) h oc ~ hoe ‘2 +

(d) hre — h re2 +

1 + hoe ihie2

(hfe2 — hou \hj e2) (1 + kfe l)

1 + h oc ih ie 2

(1 + hfe2) ( 1 h re2)hoc i

1 + hoeihie2

(hie2hot i “h hre l) (1 hre 2)

1 + h0E \hie2

(e) Obtain numerical values for the h parameters of the composite transistor by

assuming identical transistors Q1 and Q 2 and using Table 8-2.

Prob. 8-10

c

8-1 1 Given a single-stage transistor amplifier with the h parameters specified in Table

8-2, calculate A I} A V} A v

a

,
Ri, and R 0 for the CC transistor configuration, with

R s — E l = 10 K. Check your results with Tig. 8-16.

8-12 (a) Draw the equivalent circuit for the CE and CC configurations subject to

. the restriction that R L = 0. Show that the input impedances of the two circuits

are identical.

(6) Draw the circuits for the CE and CC configurations subject to the restriction

that the input is open-circuited. Show that the output impedances of the two

circuits are identical.

8-13 For any single-transistor amplifier prove that

’
1 - hrAv

8-14 Prove that

where Ri a

0

= Ri for RL = <x>

,

and Ri0 = Ri for Rf,
—

0.

8-15 (a) For a CE configuration, what is the maximum value of Rl for which Ri

differs by no more than 10 percent of its value at RL = 0? Use the transistor

parameters given in Table 8-2.

(6) What is the maximum value of Rs for which differs by no more than

10 percent of its value for R s
— 0?

(c) For the CB configuration, what is the maximum value of Rl for which Ri

does not exceed 50 fi?
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8-16 Consider an emitter follower and show that as Re — i> »

(o) R>-*h ic + A
/l oe /l 06

Explain the result physically.

i
hi€hQtm , -A, -—

Evaluate A v using the ^-parameter values given in Table 8-2.

8-17 For the emitter follower with Rs = 0.5 K and RL = 5 K, calculate A I} R i} A v ,

A Va ,
R0 . Assume h/e = 50, hie = 1 K, hoe - 25 yA/V.

8-18 (a) Design an emitter follower having R, ~ 500 K and R 0 = 20 Q. Assume
h/e = 50, hic = 1 K, h„ = 25 yA/V.
(b) Find Aj and Av for the emitter follower of part a.

(c) Find Ri and the necessary RL so that Ay = 0.999.

8-19 For the transistor circuit in Fig. 8-12 show that

() (A /a) ma*
= —hfi if Rl = 0 and R a = ».

() Rt = h it if Rl = 0.

/ \ e>
h{h0 h Thf

(c) Ri = > if RL = oo.

K
hr

(d) (Avi)max = ~
r _ t

1 if R L,
~ 00 and R s

= 0.
fl/xh/Q ilfiif

hi r» n

(d) (Avi)max

if Rl = oo.

if Rl = oo and R s = 0.

(«) Ro = -* if R a = 0.

(/) R 0 = if R a =
K

8-20 Using the ^-parameter values given in Table 8-2, calculate (A /s) max ,
R i} (A^,) max ,

and R 0 derived in Prob. 8-19 (a) for a CE connection, (6) for a CB connection,

(c) for a CC connection. Compare your answers with the values in Fig. 8-16.

8-21 Find the output impedance Z0 for the example in Sec. 8-6 by evaluating the

current Ia drawn from an auxiliary voltage source Va impressed across the output
terminals (with zero input voltage and R

l

= »). Then Z0 = VJIa .

8-22 Find the voltage gain A v for the example in Sec. 8-6 directly as the ratio V0/Vi
(without finding Ai or Zi).

8-23 The transistor amplifier shown uses a transistor whose h parameters are given in

Table 8-2. Calculate Ai = /„//,•, A v ,
A Va} R0 ,

and R { .

Prob. 8-23
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8-24 (a) In the circuit shown, find the input impedance Ri in terms of the CE h
' parameters, RL and Re . Hint: Follow the rules given in Sec. 8-10.

(6) If Rl = R e — 1 K and the h parameters are as given in Table 8-2, what is the

value of Ri ?

8-25 For the amplifier shown, using a transistor whose parameters are given in

Table 8-2, compute Ai = IJIi ,
A V) A v„ and Ri. Hint: Follow the rules given

in Sec. 8-10.

8-26 (a) Calculate R it A v ,
and A j

= - L/h for the circuit shown. Use the ^-param-

eter values given in Table 8-2. Hint: Follow the rules given in Sec. 8-10.

(6) Repeat part a using the results in Prob. 8-10.

Prob. 8-26
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8-27 For the circuit shown, with the transistor parameters specified in Table 8-2,
calculate Aj — IQ /*, Av, Ay ay and R,. Hint: Follow the rules given in Sec.
8-10 .

8-28 Repeat Prob. 8-24 by applying the dual of Miller’s theorem.
8-29 (a) For the two-transistor amplifier circuit shown (supply voltages are not indi-

cated) calculate A h Av, A Va ,
and R{ . The transistors are identical, and their

parameters are given in Table 8-2. Hint: Follow rules given in Sec. 8-10.
(b) Repeat part a using the results given in Prob. 8-9.

Prob. 8-29

8-30 (a) Find the voltage gain A Vs of the amplifier shown. Assume hu = 1 000
hre = 10“ 4

,
h/e = 50, hoe = 10“ 4 A/V. (b) Find R f

0 .

8-31 The three-stage amplifier shown contains identical transistors. Calculate the
voltage gain of each stage and the overall voltage gain V0/V„ See note on
page 809.
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8-32 (a) For the two-stage cascade shown, compute the input and output impedances

and the individual and overall voltage and current gains, using the exact pro-

cedure of Sec. 8-12. See note on page 809.

(6) Repeat part a using the approximate formulas in Table 8-7.

8-33 (a) Compute A/, A v ,
A Va ,

Ri, and R'0 for the two-stage cascade shown, using

the exact procedure of Sec. 8-12. See note on page 809.

(6) Repeat part a using the approximate formulas in Table 8-7.
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8-34 For a CB connection derive the simplified expressions given in Table 8-7 and
prove that they are in error by less than 10 percent from the exact formulas.

8-35 (a) Consider a CB connection with R 3
= 2 K and RL = 4 Iv. Find the exact

and approximate values of A h A v
,
A Vs ,

Ri, and R[.

(
b

)

Repeat part a for the CE connection.

(c) Repeat part a for the CC connection. See note on page 809.

8-36 For the circuit shown, compute A/, Ar, AvS) R i} and R'0 . See note on page 809.

Prob. 8-36

8-37 For the two-stage amplifier shown calculate A v ,
A vs ,

R i} and R'0 . Neglect the

effect of all capacitances. See note on page 809.

+ 12V

Prob. 8-37

8-3.8 In the circuit of Prob. 8-27 change RL to 4 K. Find Av and A Vs by using
Miller's theorem.

8-39 The cascode transistor configuration consists of a CE stage Ql in series with a

CB stage Q2 (the collector current of Ql equals the emitter current of Q2).
Verify that the cascode combination acts like a single CE transistor with negli-
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gible internal feedback and very small output conductance for an open-circuited

input. In other words, verify that

/in ~ hie h 21 ^ hfc h%2 ~ h0 b ^12 ^ h reh Tb

h

8-40 Calculate Aj = IJIu A v
,
A Vli

,
Rh and R f

0 for the cascode circuit shown. See

note on page 809- Hint: Use results of Prob. 8-39.

8-41 The circuit shown is an amplifier using a p-n-p and an n-p-n transistor in parallel.

The two transistors have identical characteristics. Find the expression for the

voltage gain and the input resistance of the amplifier, using the simplified hybrid

model.
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8-43 Design a two-stage cascade using the configuration of Prob. 8-42, with R„ =
100 K, to meet the following specifications (see note on page 809)

:

125 > Ay > 100 10 K > Ri > 5 K R'„ < 3 K
8-44 For the two-stage cascade shown, calculate A h Av, Ri, and R'0 . See note on

page 809.
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8-45 Design a two-stage amplifier using the configuration of Prob. 8-44, with RB =
100 K, to meet the following specifications (see note on page 809)

:

\A V
\

>15 Ri > 2 K R'0 < 100 12

8-46 For the circuit shown, find the voltage gain V0/V8 and input impedance as a

function of R„ b, R e ,
and R L . Assume that hoe(R e + RL ) <0.1.

8-47 Using the exact expressions of Eq. (8-67) for' A / and Eq. (8-68) for Riy calculate

the output resistance R 0 in Fig. 8-28a as the ratio of open-circuit voltage V to

short-circuit current 1. Verify that R 0 is given by Eq. (8-70). Hint: Note
that V = lim A vVa .

Rl—>

»

8-48 The amplifier shown is made up of an n-p-n and a p-n-p transistor. The h

parameters of the two transistors are identical, and are given as hic = 1 K,

hf8 = 100, hoc = 0, and h re = 0.

(a) With the switch open, find A v = V0/Vi.

(b) With the switch closed, find (with the aid of Miller's theorem) A V} A v„ Ri,

and Ai =

Prob. 8-48
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8-49 The cascade configuration shown is known as the tandem emitter follower. Find
the input resistance Ri if hie = hrc = hoe = 0, and hfc is the same for each of the

transistors Q 1 to QN.

8-50 (a) Verify Eq. (8-80) for the voltage gain of a Darlington emitter follower.

(b) Verify Eq. (8-81) for the output resistance.

8-51 Verify Eq. (8-84).

8-52 For the bootstrap circuit shown, calculate Aj = h/U, Ri} and A v . The tran-

sistor parameters are hie = 2 K, hfc = 100, 1 /hQC = 40 K, and hrc = 2.5 X 10~ 4
.

Prob. 8-52

8-53 The bootstrapped Darlington pair uses identical transistors with the following h

parameters; h ie = 1 K, hrc = 2.5 X 10“ 4
,
hoc = 2.5 X 10“ 3 A, V, and hfc = 100.

Find/ei/7M ,
Vo2/Vi, R {} and VQ i /Vi.
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CHAPTER 9

9-1 (a) Determine the quiescent currents and the collector-to-emitter voltage for a
silicon transistor with 0 = 50 in the self-biasing arrangement of Fig. 9-5. The
circuit component values are Vcc = 20 V, Rc = 2 K, Re = 0.1 K il, = 100 K
and R 2 = 5 K.

(6) Repeat (a

)

for a germanium transistor.

9-2 A p-n-p germanium transistor is used in the self-biasing arrangement of Fig. 9-5.
The circuit component values are Vcc = 4.5 V, Rc = 1.5 K, Re = 0 27 K R, =
2.7 K, and R, = 27 K. If j9 = 44

() Find the quiescent point.

() Recalculate these values if the base-spreading resistance of 690 SI is taken
into account.

9-3 A p-n-p silicon transistor is used in a common-collector circuit (Fig. 9-5 with
R c = 0). The circuit component values are VCc = 3.0 V, R e = 1 K Ri - R 0 ~
5 K. If (3 = 44

'

() Find the quiescent point.

() Recalculate these values, taking the base-spreading resistance of 690 ft into
account.

9-4 For the circuit shown

() Calculate IB ,
Ic, and Vce if a silicon transistor is used with (3 = 50.

() Specify a value for Rb so that VCe = 7 V.

Wb

Prob. 9-4

9-5 (a) Verify Eq. (9-13).

(b) Show that £ may be put in the form

S = + G 2

Ge/ (1 + (3) + Gi + (?2

where the G’s are the conductances corresponding to the R’s shown in Fig. 9-5a.
(c) Show that for the circuit of Prob. 9-4, S is given by

g _ ft + 1

1 + pRc/(Rc + Rb)
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9-6 (a) Find the stability factor S for the circuit of Prob. 9-1.

(6) Repeat (a) for the circuit of Prob. 9-2.

(c) Repeat (a) for the circuit of Prob. 9-3.

9-7 For the two-battery transistor circuit shown, prove that the stabilization factor

S is given by

9-8 Assume that a silicon transistor with = 50, Vbe,M tive = 0.7, Vcc = 22.5 V,

and R c = 5.6 K is used in Fig. 9-5a. It is desired to establish a Q point at

Vce ~ 12 V, Ic = 1.5 mA, and stability factor S < 3. Find R ej Rh and R 2 .

9-9 (a) A germanium transistor is used in the self-biasing arrangement of Fig. 9-5

with Vcc — 16 V and R c
= 1.5 K. The quiescent point is chosen to be Vce =

8 V and Ic — 4 mA. A stability factor S = 12 is desired. If j8 = 50, find Ru
R 2} and R c .

(

b

) Repeat part a for £ = 3.

9-10 Determine the stability factor S for the circuit shown.

9-11 In the circuit shown, Vce = 24 V, R c = 10 K, and R c = 270 SI. If a silicon

transistor is used with /3 = 45 and if under quiescent conditions Vce = 5 V,

determine (a) R, (b) the stability factor S.
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Prob. 9-1

1

9-12 Iu the transformer-coupled amplifier stage shown, Vbe — 0.7 V, j3 — 50, and
the quiescent voltage is VCe — 4 V. Determine (a) R C} (6) the stability factor S.

9-13 In the two-stage circuit shown, assume j3
— 100 for each transistor.

(a) Determine R so that the quiescent conditions are VCe i
= —4 V and VCE 2 =

-6 V.

(b) Explain how quiescent-point stabilization is obtained. Assume V B e =
0.2 V.
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9-14 In the Darlington stage shown, Vcc ~ 24 V, pi — 24, /3 2 — 39, Vbe — 0.7,

R c = 330 fi, and R e = 120 fi. If at the quiescent point F C£ 2 = 6 V, determine

(a) 72, (6) the stability factor defined as S = dlc/dlc cn .

9-15 (a) Prove that for the circuit of Fig. 9-56 the stability factor S' is given by

S' = X
Rb 72 e ~b 1

(6) Derive Eq. (9-22).

9-16 For the bias arrangement given in Prob. 9-4 prove that

S' =^x ]

1 + j8 72c + Rb

Ic
S" = — X

P P + 1

where S is the stabilization factor of this circuit.

9-17 If in Eq. (9-11) we do not assume j8 » 1 so that F' is now a function of 0, verify

that Eq. (9-22) is given by

= (Ic - Ico)S

P(l + P)

9-18 If in Eq. (9-11) we do not assume (3 » 1, so that F' is now a function of P, verify

that Eq. (9-27) is given by

„„ _ ( Ici
— Icoi)S2

(Pi) (1 + Pd

Hint: Write the expression for (Ic 2
— Icod

/

(7ci Icoi) and then subtract

unity from both sides of the equation.
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9-19 In the circuit of Fig. 9-5, let R c
= 5.6 K, R c = 1 K, R l = 90 K, R 2 =10 K,

Ic = 1.5 mA at 25°C. Using the transistor of Table 9-1, find //at +175 and
— 65°C.

9-20 Repeat Prob. 9-19 for the transistor of Table 9-2 at +75 and — 65°C.
9-21 In the emitter-follower circuit shown, R c = 1 K and Vcc and VEE are adjusted

to give Ic = 3.5 mA at 25°C. Using the transistor of Table 9-1, find Ic at
+ 175 and -65°C. Compare the results with those of Prob. 9-19.

Prob. 9-21

9-22 Repeat Prob. 9-21 for the transistor of Table 9-2 at +75 and -65°C. Compare
these results with those of Prob. 9-20.

9-23 For the self-bias circuit of Fig. 9-5a, Re
= IK and R b = R l \\R 2

= 7.75 K. The
collector supply voltage and Rc are adjusted to establish a collector current of
1.5 mA at 25°C. Determine the variation of Ic in the temperature range
— 65 to +175°C when the silicon transistor of Table 9-1 is used.

9-24 Repeat Prob. 9-23 for the range —65 to +75°C when the germanium transistor
of Table 9-2 is used.

9-25 Design the emitter-follower circuit shown in Prob. 9-21 using the silicon tran-
sistor type 2N3565 to meet the specifications of the illustrative example on
page 298.

9-26 Two identical silicon transistors with 0 = 48, Vbe = 0.7 V at T = 25°C, Vcc =
20.7 V, R x = 10 K, and R c

= 5 K are used in Fig. 9-1 la.

() Find the currents I Bl ,
ID2

,
ICI ,

and IC2 at T = 25°C.
() Find IC 2 at T = 175°C when j3 = 98 and Vbe = 0.3 V. Hint: Assume
IBl = IB2-

9-27 For the biasing arrangement of Fig. 9-10 and assuming that the reverse saturation
currents of the diode and the transistor are equal, prove that

S = 1

R i

£// _ ~ I co) __ Ic 1
— Icoi

w I,

9-28 (a) For the self-bias circuit of Fig. 9-9, the operating point is Ic = 1.5 mA at 25°C,
Re

= 1 K, Rb = 7.75 K, Vdd = 15 V, and F/) )0n — 0.7 V, find the maximum
value of R d for proper operation.
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(b) For the circuit of part a determine the variation of Ic in the temperature

range —65 for 175°C when the silicon transistor of Table 9-1 is used.

9-29 Prove Eq. (9-38).

9-30 (a) The circuit of Prob. 9-19 is modified by the addition of a thermistor as in

Fig. 9-12. Find Rt, It, and VCe for the modified circuit if Ic = 1.5 mA and

Vcc = 27.5 V.

(ib) It is desired that as the temperature changes from 25 to 175°, the varia-

tion of Ic be +0.4 mA. Calculate the temperature coefficient of the thermistor.

9-31 (a) Calculate the thermal resistance for the 2N338 transistor for which the

manufacturer specifies Pc, ma* = 125 mW at 25°C free-air temperature and

maximum junction temperature Tj — 150°C.

(ib) What is the junction temperature if the collector dissipation is 75 mW?
9-32 Show that the load line tangent to the constant-power-dissipation hyperbola

of Fig. 9-14 is bisected by the tangency point, that is, AC = BC.

9-33 The transistor used in the circuit is at cutoff.

(a) Show that runaway will occur for values of Ico in the range

Vcc - VVcc* - 8 Sc/0.070 . T . Vcc + VFcc 2 - 8^/0.070

4E C

" " 4E C

(b) Show that if runaway is not destructive, the collector current ICo after

runaway can never exceed Ico ~ Vcc/2Rc-

Prob. 9-33

9-34 A germanium transistor with 0 = 250°C/W, ICo = 10 ijlA at 25°C, Rc — 1 K,

and Vcc = 30 V is used in the circuit of Prob. 9-33.

(a) Find Ico at the point of runaway.

(b) Find the ambient temperature at which runaway will occur.

CHAPTER 10

10-1 The drain resistance R d of an n-channel FET with the source grounded is 2 K.

The FET is operating at a quiescent point Vds = 10 V, and Ids — 3 mA, and

its characteristics are given in Fig. 10-3.

(a) To what value must the gate voltage be changed if the drain current is to

change to 5 mA?
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(b) To what value must the drain voltage be changed if the drain current is

to be brought back to its previous value? The gate voltage is maintained con-
stant at the value found in part a.

10-2 For a p-channel silicon FET with a = 2 X 10~4 cm and channel resistivity

p — 10 fl-cm

(a) Find the pinch-off voltage.

(b) Repeat (a) for a p-channel germanium FET with p = 2 fi-cm.

10-3 (a) Plot the transfer characteristic curve of an FET as given by Eq. (10-8),

with IDss = 10 mA and VP = — 4 V.

(6) The magnitude of the slope of this curve at VGS = 0 is gmo and is given by
Eq. (10-17). If the slope is extended as a tangent, show that it intersects the
VGs axis at the point VGS ~ Vp/2.

10-4 (a) Show that the transconductance gm of a JFET is related to the drain cur-
rent IDS by

=m VlD sIds

(b) If Vp ~ —4 V and loss = 4 mA, plot gm versus IDS .

10-5 Show that for small values of Vos compared with Vp, the drain current is given
approximately by ID ~ IDSS + gmoVQS .

10-6 (a) For the FET whose characteristics are plotted in Fig. 10-3, determine rd
and gm graphically at the quiescent point VDS ~ 10 V and Vos = -1.5 V.
Also evaluate p.

(b) Determine rd ,0N for VGs = 0.

10-7 (a) Verify Eq. (10-15).

(6) Starting with the definitions of gm and rdj show that if two identical FETs
are connected in parallel, gm is doubled and rd is halved. Since p = rdgm ,

then

p remains unchanged.

(c) If the two FETs are not identical, show that

1

rd

= — + —
Td i rd2

and that

PlTd2 + P2Td \

p =
Td \ + Td2

10-8 Given the transfer characteristic of an FET, explain clearly how to determine

gm at a specified quiescent point.

10-9 (a) Using Eq. (10-18), prove that the, load conductance of a MOSFET is given
by

= Where ^ =w
(6) Prove that gL = gm for a JFET. Hint: Use Eq. (10-8).

10-10 Draw the circuit of a MOSFET negative and gate and explain its operation.
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10-11 Consider the flip-flop circuit shown. Assume Vt = Vo.v — 0 and
|
Vnr>\ 5i>

V T-

(a) Assume t\i = v i2 = 0. Verify that the circuit has two possible stable

states; either d<,i = 0 and v„ 2 = - Vdd or t>,„ = —Vdd and v„ 2 = 0.

(b) Show that the state of the flip-flop may be changed by momentarily

allowing one of the inputs to go to - Vdd; in other words by applying a negative

input pulse.

10-12 Draw a CMOS inverter using positive logic.

10-13 (a) The complementary MOS negative nand gate is indicated. Explain its

operation.

(6) Draw the corresponding positive nano gate.
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10-15 Draw a MOSFET circuit satisfying the logic equation. Y = A + BC, where
Y is the output corresponding to the three inputs A, B, and C.

10-16 (o) Calculate the voltage gain A v = VJV{ at 1 kHz for the circuit shown.
The FET parameters are gm = 2 mA/V and rd = 10 K. Neglect capacitances.
(6) Repeat part a if the capacitance 0.003 pF is taken under consideration.

10-17 If an input signal V{ is impressed between gate and ground, find the amplifica-
tion A v = V, 'Vi. Apply Miller’s theorem to the 50-K resistor. The FET
parameters are p = 30 and rd = 5 K. Neglect capacitances.



App. C PROBLEMS / 831

10-18 If in Prob. 10-17 the signal Vi is impressed in series with the 40-K resistor

(instead of from gate to ground), find A v ~ VQfVi.

10-19 The circuit shown is called common-gate amplifier. For this circuit find (a)

the voltage gain, (6) the input impedance, (c) the output impedance. Power
supplies are omitted for simplicity. Neglect capacitances.

Prob. 10-19

10-20 Find an expression for the signal voltage across RL . The two FETs are iden-

tical, with parameters p, rd ,
and gm . Hint: Use the equivalent circuits in

Fig. 10-22 at S 2 and D x .

Prob. 10-20 Prob. 10-21

10-21 Each FET shown has the parameters rd = 10 K and gm = 2 mA/V. Using

the equivalent circuits in Fig. 10-22 at S 2 and D h find the gain (a) vQ/vi if

v 2 = 0, (6) v0 /v2 if Vi = 0.

10-22 (a) Prove that the magnitude of the signal current is the same in both FETs
provided that

r _ 1 2Rl

9m p
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Neglect the reactance of the capacitors.

(6) If r is chosen as in part a
,
prove that the voltage gain is given by

/x + 1 Rl -f- rd/2

10-23 (a) If Ri — R 2 — R and the two FETs have identical parameters, verify that
the voltage amplification is V0/Vs = -/x/2 and the output impedance is i[rd 4-

(m + 1 )R].

(b) Given rd = 62 K, /i = 10, R t = 2 K, and R 2 = 1 K. Find the voltage
gain and the output impedance.
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10-24 (a) If in the amplifier stage shown the positive supply voltage Vdd changes

by A Vdd = va ,
how much does the drain-to-ground voltage change?

(6) How much does the source-to-ground voltage change under the conditions

in part a?

(c) Repeat parts a and b if Vdd is constant but VSs changes by AVss — vs .

Prob. 10-24

10-25 If in the circuit shown V2 = 0, then this circuit becomes a source-coupled

phase inverter, since V 0 i
= — Vo2 . Solve for the current I 2 by drawing the

equivalent circuit, looking into the source of Q1 (Fig. 10-22). Then replace

Q2 by the equivalent circuit, looking into its drain. The source resistance R s

may be taken as arbitrarily large.

Prob. 10-25

10-26 In the circuit of Prob. 10-25, assume that V 2 — 0, R d — Td — 10 K, R 8 — 1 K,

and ju = 19. If the output is taken from the drain of Q2, find (a) the voltage

gain, (6) the output impedance. Hint: Use the equivalent circuits in Fig.

10-22 .

10-27 In the circuit of Prob. 10-25, V 2 t^Vi, Rd ~ 30 K, Rs = 2 K, p = 19, and

rd = 10 K. Find (a) the voltage gains A i and A 2 defined by Vo2 = AiVi +
A 2V 2 . Hint: Use the equivalent circuits in Fig. 10-22. (6) If Ra is arbitrarily

large, show that A 2 = — Ai. Note that the circuit now behaves as a difference

amplifier.
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10-28 The CS amplifier stage shown in Fig. 10-23 has the following parameters:
Rd = 12 K, R s = 1 M, ft, = 470 ft, Vdd = 30 V, C, is arbitrarily large, loss =
3 mA, VP = -2.4 V, and rd » Rd . Determine (a) the gate-to-source bias
voltage Vos, (6) the drain current ID ,

(c) the quiescent voltage VDS
,

(d) the
small-signal voltage gain A r .

1 0-29 The amplifier stage shown uses an n-channel FET having IDSS = 1 mA, VP =— 1 V. If the quiescent drain-to-ground voltage is 10 V, find R t .

Prob. 10-29

10-30 The FET shown has the following parameters: IDSS = 5.6 mA and VP - —4 V
(a) If Vi = 0, find v0 .

(5) If Vi = 10 V, find iv
(c) If v0 = 0, find V{.

Note: v( and v0 are constant voltages (and not small-signal voltages).

10-31 If |/d.s.s| 4 mA, VP - 4 V, calculate the quiescent values of ID ,
Vos ,

andyos*
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10-32 In the figure shown, two extreme transfer characteristics are indicated. The
values of Vp,m« and Vp, rain are difficult to determine accurately. Hence these

values are calculated from the experimental values of IDSSt max , loss, rain) 9m,mm
and gmiIQin . Note that gm is the slope of the transfer curve and that both gm%

'

mi

and gmimin are measured at a drain current corresponding to /pss, rain . Verify

that

2
^^0 Vp,max ( IdSS ,max ID SS ,

min} 3

Qrn
, min

,,v tr 2 IDSS ,rain

(0) V p,nun —
gm

,

max

(c) If for a given FET, iW miD = 2 mA, I DSSl^ = 6 mA, ^, min = 1.5 mA/V,
and tfm.max = 3 mA/V, evaluate Vp lIDax and Vp,min .

. 10-33 The drain current in milliamperes of the enhancement-type MOSFET shown
is given by

ID = 0.2 (Vos - Vp) 2

in the region Vos > Vos — Vp. If Vp = +3 V, calculate the quiescent values

Id
,
Vos, and Fps*
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10-34 Show that if l/hob2 ,
the voltage gain of the hybrid cascode amplifier

stage shown is given to a very good approximation by

Av — gmhJbRL

where gm is the FET transconductance.

10-35 If /t ie« Rd, h ic« r d} 1j and )a» 1 for the circuit, show that

/ v j Vo l g,nh/ eR3 /iv , V0 2 gmh/e(.Ra ~b Rc)
(a) Avi = — ~ — —— (b) A v 2 = — ~ —

, p
^£ 1 4* 1 b gmb'/cRa

where gm is the FET transconductance.

Prob. 10-35

10-36 If rd» R i, fl 2» ^£63) l/^oe 2 ^^ ^£63) R R%i and L /hob2 Rz> show that the

voltage gain at low frequencies is given by

A.-S gm{ 1 + hfe2)hjbz
R l + hi e 2 + ^i'63(l + hjc 2 )
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Prob. 10-36

10-37 In the circuit ihown, the FET is used as an adjustable impedance element by
varying the dc bias, and thereby the gm of the FET.
(a) Assume that there is a generator V between the terminals A and B. Draw
the equivalent circuit. Neglect interelectrode capacitances.

Prob. 10-37

(b) Show that the input admittance between A and B is

Yi = Fd + (1 +gmR)YcR

where Y d is the admittance corresponding to rd} and Yen is the admittance

corresponding to R and C in series.

(c) If gmR y

>

1, show that the effective input capacitance is

= gma
'

co (1 + a2
)

and the effective input resistance is

R = (1 + a2)rrf

*
1 + <*

2
(1 + m)

where a = coCR.
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(d) At a given frequency, show that the maximum value of Ci (as either C or R
is varied) is obtained when a = 1, and

m max
9m

2co

Also show that the value of Ri corresponding to this Ci is

(R<) max
2rd

2 + fx

10-38

10-39

10-40

10-41

10-42

10-43

which, for ju » 2, reduced to = 2/gm .

Solve Prob. 10-37 if the capacitance C is replaced by an inductance L.

() A MOSFET connected in the CS configuration works into a 100-K resistive
load. Calculate the complex voltage gain and the input admittance of the
system for frequencies of 100 and 100,000 Hz. Take the interelectrode capaci-
tances into consideration. The MOSFET parameters are ju = 100, rd = 40 K,
9m — 2.5 mA V, Cg3 = 4.0 pF, Cds = 0.6 F, and C 0d = 2.4 pF. Compare these
results with those obtained when the interelectrode capacitances are neglected.
() Calculate the input resistance and capacitance.

Calculate the input admittance of an FET at 10 3 and 10 6 Hz when the total
drain ciicuit impedance is (a) a resistance of 50 K, (b) a capacitive reactance of
50 K at each frequency. Take the interelectrode capacitances into considera-
tion. The FET parameters are ju = 20, rd = 10 K, gm = 2.0 mA/V, Cgs =
3.0 pF, Cd S =1.0 pF, and Cgd = 2.0 pF. Express the results in terms of the
input resistance and capacitance.

(a) Starting with the circuit model of Fig. 10-31, verify Eq. (10-37) for the
voltage gam of the source follower, taking interelectrode capacitances into
account.

(6) Verify Eq. (10-39) for the input admittance.
(c) Verify Eq. (10-40) for the output admittance.
Hint: For part c, set Vi = 0 and impress an external voltage VQ from S to N

;

the current drawn from VQ divided by V0 is Y0 .

Starting with the circuit model of Fig. 10-8, show that, for the CG amplifier
stage with R 3 = 0 and Cds = 0,

(a) Av = (9^ + 9d)Rd
(b) Yi — gm -b 9d(l — A v ) + jo:CSi

1 + Rd(9d + juC0d)

(c) Repeat (a), taking the source resistance Ra into account.
('d ) Repeat (6), taking the source resistance Ra into account.

(a) For the source follower with gm = 2 mA/V, Ra = 100 K, rd = 50 K, and
witli each internode capacitance 3 pF, find the frequency at which the reactive
component of the output admittance equals the resistive component.
('b) the frequency found in part a calculate the gain and compare it with the
low-frequency value.
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CHAPTER 11

11-1 Show that at low frequencies the hybrid-II model with rh , c and rcc taken as
infinite reduces to the approximate CE A-parameter model.

11-2 (a) Consider the hybrid-II circuit at low-frequencies, so that Cc and Cc may
be neglected. Omit none of the other elements in the circuit. If the load
resistance is RL = \/Ql, prove that

Ecu Qm -(- Qb*c

Vb’e Qb'c + gCe + QL

Hint: Use the theorem that the voltage between C and E equals the short-

circuit current times the impedance seen between C and E
,
with the input

voltage Vy e shorted [Eq. (8-36)].

(b) Using Miller's theorem, draw the equivalent circuit between C and E,
Applying KCL to this network, show that the above value of K is obtained.

(c) Using Miller’s theorem, draw the equivalent circuit between B and E.
Prove that the current gain under load is

(gb>c + gb’e)/K — gb > c

(d) Using the results of parts a and c and the relationships between the hybrid-II

and the A parameters, prove that

1 + hoeRL

which is the result [Eq. (8-18)] obtained directly from the low-frequency
A-parameter model. Hint: Neglect gh *

c compared with gm or gb .
9 in A/ and

in K. Justify these approximations.

11-3 The following low-frequency parameters are known for a given transistor at

Ic = 10 mA, Vce = 10 V, and at room temperature.

hie = 500 Q hoc = 10-5 A/Y

hfe = 100 hre = 10“ 4

At the same operating point, fT = 50 MHz and Cob = 3 pF, compute the values

of all the hybrid-n parameters.

11-4 Given the following transistor measurements made at Ic — 5 mA, Vce = 10 V,

and at room temperature:

h/c = 100 hie = 600 Q

[Au ]
= 10 at 10 MHz Cc = 3 pF

Find f$ t fT) C€) rb >
e ,
and rbb >.

11-5 A silicon p-n-p transistor has an fT = 400 MHz. What is the base thickness?
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11-6 Given a germanium p-n-p transistor whose base width is 10 4 cm. At room

temperature and for a dc emitter current of 2 mA, find (a) the emitter diffusion

capacitance, (6) /r.

11-7 (a) At low frequencies the CE current gain j8 is related to the CB current

gain a by

< P
a = ~

1+0
Assuming that this relationship remains valid at high frequencies and using

= =
i TJum

show that a is given by

Cto

1 + 3 (/ f«)

where

Oto =
h/c

1 + hfC

and fa
ft

1 — a Q

(b) Using the results of part a, verify that, for aQ ~ l,fa ~ }$hfe .

(c) Verify that

’
1 -*o+3f/f«

(d) To account for “excess phase” replace a0 by a0 <r
imftf <*- Prove that /r,

the frequency at which |A,-| = 1, is given implicitly by

1 + x 2 = 2a0 (cos mx — x sin mx)

where x — fr/fa-

(e) If mx « 1, expand the trigonometric functions and prove that

, _ Clofa
jT

[1 + 2aQ(m + m 2/2)]*

(/) If a 0 = 1 and m = 0.2, sliow that fT = fj 1.2.

11-8 (a) Redraw the CE hybrid-II equivalent circuit with the base as the common

terminal and the output terminals, collector and base, short-circuited. Taking

account of typical values of the transistor parameters, show that CC} rb
> C) and

rcc may be neglected.

(6) Using the circuit in part a, prove that the CB short-circuit current gain is

—

where

Qb'c + Qm+ juCe 1 + jf/fa

1 + hfi

and fa =
9m ^ f&

27rCcot0 1 ot 0
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11-9 The hybrid-H parameters of the transistor used in the circuit shown are given

in Sec. 11-1. Using Miller's theorem and the approximate analysis, compute
(a) The upper 3-dB frequency of the current gain Aj ~ IL/U.
(b) The magnitude of the voltage gain A v , = Va ,

V3 at the frequency of part a.

Vcc

11-10 Consider a single-stage CE transistor amplifier with the load resistor RL shunted
by a capacitance CL .

(a) Prove that the internal voltage gain K = Vce/Vb >
e is

^ QmRL

1 + Ju(Cc + Cl)Rl

(.b ) Prove that the 3-dB frequency is given by

2ir(Ce + Cl)Rl

provided that the following condition is satisfied:

Qb'eR-LiCe + Cl) Cc + Cc(l + QmR l)

11-11 For a single-stage CE transistor amplifier whose hybrid-II parameters have the

average values given in Sec. 11-1, what value of source resistance R s will give

a 3-dB frequency/// which is (a) half the value for R a = 0, (6) twice the value

for R s = co ? Do these values of Ra depend upon the magnitude of the load

RiA Use Miller's theorem and the approximate analysis.

11-12 A single-stage CE amplifier is measured to have a voltage-gain bandwidth fH
of 5 MHz with RL = 500 £2. Assume h/€ = 100, gm = 100 mA/V, rbb ' = 100 £2,

Ce = 1 pF, and fT = 400 MHz.
(a) Find the value of the source resistance that will give the required bandwidth.

(b) With the value of R 3 found in part a, find the midband voltage gain V 0/V s .

Hint: Use the approximate analysis.

11-13 The hybrid-n parameters of the transistor used in the circuit shown are given

in Sec. 11-1. The input to the amplifier is an abrupt current step 0.2 mA in

magnitude. Find the output voltage as a function of time (a) if CL = 0.

Neglect the output time constant. (5) If CL = 0.1 pF. Neglect the input time

constant.
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11-14 (a) Verify the nodal equations for the single-stage CE amplifier of Sec. 11-8.

(6) Obtain Eq. (11-37) for the voltage gain V0/Vs .

11-15 (a) Verify the values of Kh s0 ,
s i} and s 2 given in Sec. 11-8 for the CE stage of

Fig. 11-10,

(6) Evaluate the gain at zero frequency.

(c) Evaluate the magnitude of the gain at 2 MHz and check with Fig. 11-11.

(d) Evaluate the phase of the gain at 2 MHz and check with Fig. 11-11.

11-16 (a) From the circuit of Fig. 11-12 (and not assuming that \K\ » 1), prove that

g _ Q rnR L + Jo)CcRl

1 + jo>CcRL

Why may the term JwCJIl be neglected in the numerator but not in the

denominator?

(6) The Miller admittance in the output circuit is given by

Prove that this represents a capacitance C0 in parallel with a resistance R0

given by

= Cc
1 + QmRL

QmRL
R 0

~Qm

tO*Cc*

Note that R0 is negative.

(c) Evaluate C0 and R0 at the 3-dB frequency of 3.0 MHz and verify that the

effective output time constant remains RlCc (approximately). Assume gm =
50 mA/V, Rl = 2 K, Ce - 100 pF, and Cc = 3 pF.

11-17 Verify Eq. (11-54).

11-18 (a) Verify the nodal equations in Sec 11-10 for the emitter follower.

(b) Find the gain V e/V3 as a function of s.

11-19 Delete all capacitors from the emitter-follower equivalent circuit of Fig. 11-146.

Find (a) the input impedance and (6) the output impedance and (c) show that

these results are consistent with the low-frequency equivalent circuits of Fig.

8-25.
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11-20 (a) For the emitter follower of Fig. 11-14 at high frequencies, obtain K = 7,/F'

and (with g = gm + £*«) verify that

K -
1 + jte(Ce/g)

1 ±- gR,L
1 +

/ Cl + CA
\1 + qEl)

El

(b) If 1 and CT» Ce ,
show that

1 + JI/Jh

where

_ 1 g _ _1_ gm + gb'e

27r CT + Cc 27t Cl + Ce

CHAPTER 12

1 2-1 (a) To show the effect of phase shift on the image seen on a cathode-ray screen,

consider the following example: The sinusoidal voltages applied to both sets of

plates should be equal in phase and magnitude so that the maximum displace-

ment in either direction on the screen is 2 in. Because of frequency distortion

in the horizontal amplifier, the phase of the horizontal voltage is shifted 5°

but the magnitude is changed inappreciably. Plot to scale the image that

actually appears on the screen, and compare with the image that would be seen

if there were no phase shift.

(b) If the phase shift in both amplifiers were the same, what would be seen on

the cathode-ray screen?

1 2-2 The input to an amplifier consists of a voltage made up of a fundamental signal

and a second-harmonic signal of half the magnitude and in phase with the

fundamental. Plot the resultant.

The output consists of the same magnitude of each component, but with

the second harmonic shifted 90° (on the fundamental scale). This corresponds

to perfect frequency response but bad phase-shift response. Plot the output

and compare it with the input waveshape.

12-3 The bandwidth of an amplifier extends from 20 Hz to 20 kHz. Find the fre-

quency range over which the voltage gain is down less than 1 dB from its mid-

band value. Assume that the low- and high-frequency response is given by

Eqs. (12-1) and (12-5) multiplied by a constant A Vo -

1 2-4 Prove that over the range of frequencies from 10/l to 0.1/// the voltage amplifica-

tion is constant to within 0.5 percent and the phase shift to within ±0.1 rad.

Make the same assumption as in Prob. 12-3.

12-5 (a) Show that the Bode magnitude plot for a two-pole transfer function is

equal to the sum of the magnitude plots of each pole considered separately.

(b) Repeat part a for the Bode phase plot.

12-6 Sketch the idealized Bode amplitude and phase plots for a transfer function

with one zero fz and one pole fp if (a) }p < fz and (b) fp > /z .
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12-7 Consider a transfer characteristic with two poles such that fp2 = 4

/

pl .

() Plot the idealized and true Bode magnitude curves. Obtain the actual
3-dB frequency graphically.

() Plot the idealized and true Bode phase curves.

12-8 Repeat Prob. 12-7 for poles at fp2 = 2

f

pl .

12-9 Consider the transfer function given in Eq. (12-1) which has one pole and a zero
at / = 0. Draw the piecewise linear Bode plots for the pole, the zero, and the
resultant for (a) amplitude, (b) phase.

12-10 An ideal l-/*s pulse is fed into an amplifier. Plot the output if the bandpass is

(a) 10 MHz, (b) 1.0 MHz, (c) 0.1 MHz. Assume //_, = 0 and a single-pole
amplifier.

12-11 (a) Prove that the response of a two-stage (identical and noninteracting) low-
pass amplifier to a unit step is

v0 = A 0
2
[ 1 — (1 + x)e~x

]

where A 0 is the midband voltage gain and x = t
/RC.

(b) For t « RC, show that the output varies quadraticallv with time.

12-12 In Prob. 12-11, let the upper 3-dB frequency of a single stage be/* and the
rise time of the two stages in cascade be t r . Show that Jnt r = 0.53.

12-13 (a) For the transistor CE stage shown with 1 'h oc ~ oo, calculate the percentage,
tilt in the output if the input current / is a 100-Hz square wave.

(6) What is the lowest-frequency square wave which will suffer less than 1 per-
cent tilt?

12-14 Consider a transfer function with n poles and k zeros. Assume that all the
zeros occur at much higher frequencies than the poles. Verify that the 3-dB
frequency is given by Eq. (12-25).

12-15 The transfer function V0t Vs of an amplifier has n poles Si, s 2 ,
. .

. ,
sn and

k zeros sz i, sz2 , . .
. ,

s zk ,
as follows:

V

o

K(s s2 i) (s sz2 ) * (s — Szjt)

Vs (s - Si)(s - S Z )
•

(s - Sn)
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If the zeros are of much higher frequencies than the poles, show that

() An approximate expression for the high 3-dB frequency /£ is given by

/! + !+...+!
fll V/l 2

/2
2 A 2

() An expression which gives a more accurate result is

Verify this, using Eq. (12-26) for the case of

(i) Two identical poles /i =

/

2 .

(ii) Three identical poles /i = /2 = /3 .

Show that the error is within 10 percent.

12-16 Consider a transfer function with poles at 1 MHz and 2 MHz. Assume all

other poles and zeros are much larger than 2 MHz. Calculate the high 3-dB

frequency. Compare your result with the approximate value obtained from

Eq. (12-31).

12-17 If two cascaded single-pole stages have very unequal bandpasses, show that

the combined bandwidth is essentially that of the smaller. Assume noninter-

acting stages.

12-1 8 Three identical cascaded stages have an overall upper 3-dB frequency of 20 kHz
and a lower 3-dB frequency of 20 Hz. What are fL and Jh of each stage?

Assume noninteracting stages.

12-19 It is desired that the voltage gain of an i?C-coupled amplifier at 60 Hz should

not decrease by more than 10 percent from its midband value. Show that the

coupling capacitance C must be at least equal to 5.5,’R', where R' = R'0 + R[

is expressed in kilohrns, and C in microfarads.

12-20 The parameters of the transistors in the circuit shown are hfe = 50, h ic = 1.1 K,

h rc = hoc
-= 0. Find (a) the midband gain, (6) the value of Cb necessary to

give a lower 3-dB frequency of 20 Hz. Assume that C z represents a short-circuit

at this frequency, (c) Find the value of Cb necessary to ensure less than 10 per-

cent tilt for a 100-Hz square-wave input.
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12-21 A two-stage FET ftU-coupled amplifier has the following parameters: gm =
10 mA/V, rd = 5.5 K, Rd = 10 K, and Rg = 0.5 M for each stage. Assume
C3 in Fig. 12-115 to be arbitrarily large.

(a) What must be the value of Cb in order that the frequency characteristic of

each stage be flat within 1 dB down to 10 Hz?

(5) Repeat part a if the overall gain of both stages is to be down 1 dB at 10 Hz.

(c) What is the overall midband voltage gain?

12-22 A three-stage ftC-coupled amplifier uses field-effect transistors (Fig. 12-115),

with the following parameters: gn = 2.6 mA/V, rd = 7.7 K, Rd = 10 K, R g =
0.1 M, Cb = 0.005 jliF, and CB = °o . Evaluate (a) the overall midband voltage

gain in decibels, (5) fL of each individual stage, (c) the overall lower 3-dB
frequency.

12-23 Plot the idealized Bode phase characteristic corresponding to the amplitude
response of Fig. 12-15 [Eq. (12-39)].

12-24 (a) Show that the relative voltage gain of an amplifier with an emitter resistor

R e bypassed by a capacitor Cz may be expressed in the form

A v _ 1 + jcoR eCz

A 0 B + jo)R eCz

where B = 1 + R'/R, R ' = Re { 1 + h/e) t
and R = R s + hie .

(5) Prove that the lower 3-dB frequency is

_ VB 2 - 2
h ~

2irR eCz

What is the physical meaning of the condition B < y/2?
(c) If R 2» 2, show that fL « /P ,

the pole frequency as defined in Eq. (12-40).

12-25 In the circuit of Fig. 12-1 4a, let R s = 500 ft; Ri = R 2 = 50 K; Rc = R e = 2 K;
hie = 1.1 K; hfe — 50; h re = hoe = 0; Cb = 5 jaF.

(a) Neglecting the effects of CZ) find Jl for the transistor stage.

(5) Neglecting the effects of Cb} find expressions for fv and fQ due to Cz alone,

(c) Find a value of Cz for which fL is virtually unaffected by the presence of the

emitter bypass capacitor.

12-26 Find the percentage tilt in the output of a transistor stage caused by a capacitor

Cz bypassing an emitter resistor R e . Use the following method: If V is the

magnitude of the input step, then from Fig. 12-14 (and using lowercase letters

for instantaneous values),

Vq — hjcibRc — hfcR l

V ~ v*

R

where R = Rs + h ie . Take as a first approximation ven = Q. Calculate the

corresponding current, and assuming that all the emitter current passes

through CZ} calculate ven ,
and then show that

__
hfeR cV I"

__
(1 + hfc)t

v° ~ R L RC*

From this result verify Eq. (12-43).
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12-27

12-28

12-29

12-30

12-31

12-32

Show that the low-frequency voltage gain of the FET stage shown with rd ^>>

Rl + R a is given by

Av = 1 l+jf/fo

A 0 1 + gmRa 1 + jf/fv

where

Ao = QmRh fo -
1

2irCaR a

1 + gmR a

<

2nrCaR a

(b) If gmR s ^> 1 and gm = 5 mA/V, find C a so that a 50-Hz square-wave input

will suffer no more than 10 percent tilt.

Prob. 12-27

Verify that the transfer function of the two-stage interacting amplifier of

Fig. 12-19 is given by Eq. (12-48).

Verify Eq. (12-50).

Justify Eq. (12-52).

(a) Find the noise bandwidth Bn for an amplifier for which A Vo = 1,/l = 0 Hz,

and

IAkCOI
1

Vi + (/////)
2

(6) Compute Bn if fH = 10 kHz.

(a) Find the mean-square value VJ of the output noise voltage for the circuit

shown. The circle represents a generator supplying Johnson noise to the RC
combination.

(b) Prove that

iCVJ = ikT

This result is known as the equipartilion theorem .

Prob. 12-32



848 / INTEGRATED ELECTRONICS App. C

CHAPTER 13

13-1 For the circuit shown, with R c = 4 K, RL = 4 K, Rb = 20 K, R s =
the transistor parameters given in Table 8-2, find

(a) The current gain IL / h — A 7 .

(b) The voltage gain V 0/VS} where V3 = I sR a .

(c) The transconductance Il/Vs = Gm.
(id

)

The transresistance V 0i I s = Rm.
(e) The input resistance seen by the source.

(/) The output resistance seen by the load.

Make reasonable approximations. Neglect all capacitive effects.

-Fcc

13-2 Repeat Prob. 13-1 for the circuit shown, with gm = 5 mA, V and rd

Note that V 3 ^ I3RS .

VDD

13-3 (a) For the circuit shown, find the ac voltage Vi as a function of Vt

Assume that the inverting-amplifier input resistance is infinite, that A

1 K, and

100 K.

,
and Vf .

= A v =
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13-4 An amplifier consists of three identical stages connected in cascade. The out-

put voltage is sampled and returned to the input in series opposing. If it is

specified that the relative change dA f/A f in the closed-loop voltage gain A f

must not exceed "T/, show that the minimum value of the open-loop gain A

of the amplifier is given by

where = dA\fA\ is the relative change in the voltage gain of each stage

of the amplifier.

13-5 An amplifier with open-loop voltage gain Ay = 1,000 ± 100 is available. It

is necessary to have an amplifier whose voltage gain varies by no more than

±0.1 percent.

(a) Find the reverse transmission factor fi of the feedback network used.

(b) Find the gain with feedback.

13-6 The figure shows the transfer characteristic of a nonlinear amplifier. Negative

feedback is applied to this amplifier as shown. Find the new transfer character-

istic x 0 versus x s if (a) /3 = 0.1, (b ) j
8 = 0.05. Plot the two transfer character-

istics on the same figure.
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1 3-7 An amplifier without feedback gives a fundamental output of 36 V with 7 per-

cent second-harmonic distortion when the input is 0.028 V.

() If 1.2 percent of the output is fed back into the input in a negative voltage-

series feedback circuit, what is the output voltage?

() If the fundamental output is maintained at 36 V but the second-harmonic
distortion is reduced to 1 percent, what is the input voltage?

13-8 An amplifier with an open-loop voltage gain of 1,000 delivers 10 W of output
power at 10 percent second-harmonic distortion when the input signal is 10 mV.
If 40-dB negative voltage-series feedback is applied and the output power is to

remain at 10 W, determine (a) the required input signal, (6) the percent har-

monic distortion.

13-9 (a) Verify Eq. (13-16) for the input impedance of the current-series feedback
amplifier.

(6) Repeat part (a) for Eq. (13-25) for the voltage-shunt amplifier.

(c) Verify Eq. (13-32) for the output impedance of the voltage-shunt feedback
amplifier.

(d) Repeat part (c) for Eq. (13-38) for the current-series feedback amplifier.

13-10 The output impedance may be calculated as the ratio of the open-circuit

voltage to the short-circuit current. Using this method, evaluate Rof and R'of
for (a) voltage-series feedback, (6) current-series feedback, (c) current-shunt
feedback, and (d) voltage-shunt feedback.

1 3-1 1 The /^-parameter model of a transistor can be considered to represent a feedback
amplifier due to the presence of the hre source. Using feedback formulas, find

(a) Rif and (6) Y0/
= 1 / R 0 /, representing the input and output resistances of

a transistor stage taking h rC) hoc ,
and a source resistance R8 into account.

1 3-1 2 Assume that the parameters of the circuit are rd = 10 K, R g = 1 M, R l = 40 ft,

Rd = 50 K, and gm = 6 mA/V. Neglect the reactances of all capacitors.

Find the voltage gain and output impedance of the circuit at the terminals (a)

AN, (6) BN.

13-13 Prove that for voltage-series feedback, with R8 = 0, A If = A j. Hint:
Ay ~ A iRl/

R

i*
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13-14 The transistors in the feedback amplifier shown are identical, and their h param-

eters are as given in Table 8-2. Make reasonable approximations when-

ever appropriate, and neglect the reactance of the capacitors. Calculate

R if = TV/,-, Ajf = -///i, A'r/ = V0/ Vi, A Vf = V0/

V

s ,
and R'e/ .

Prob. 13-14

13-15 A modified second-collector to first-emitter feedback pair is shown with dc

biasing omitted for simplicity. All transistors are identical. Neglecting hre ,

Kb, hoe ,
h0b and assuming that hfe y> 1, h/eRiy> R s + hie ,

and /2 2» &»&a, show

that

(a) The voltage gain Avj — VQ/VS ~ R 2/Ri-

(ib) The output resistance R f

oS ~ R c ||
(i2 2/hfe )

.

Prob. 13-15

13-16 Consider the transistor stage of Fig. 13-16a.

(a) Neglecting hrc and hoe and assuming that hfc y> 1, show that the voltage

gain is

= Vo^ - hfeRL
Vf

Vs R s "b hie "b h/eRe
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(b) If the relative change dA. .4, of the voltage gain A, must not exceed a
specified value ^, due to variations of h,e ,

show that the minimum required
value of the emitter resistor R c is given by

^
R 3 ~b hi c /dhj hf c

hn \ */ ™
/

13-17 Solve the example in Sec. 13-11 on current-shunt feedback without using the
feedback equations.^ Instead, apply Miller's theorem to the resistor R', Hint:
Assume the gain Ay from Vu to V e2 to be very large.

13-18 In the two-stage feedback amplifier shown, the transistors are identical and
have the following parameters: h/c = 50, h ie = 2 K, h rc = 0, and h oe = 0.
Calculate

(a) An = y- (b ) Ru = V-A (c) A '

/
= Ll

*3 I S l i

(d) Ay, = A” where. Va = I SR,
' s

(e) Evaluate A Vf from Eq. (13-70) and compare with the result obtained in
part d.
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13-21 Let h/c of Q1 and Q2 of Prob. 13-20 increase to 100. If all other parameters
remain constant, repeat Prob. 13-20.

13-22 For the transistor feedback-amplifier stage shown, hfc = 100, hie = 1 K, while
h rc and hoe are negligible. Determine with R e = 0

(a) RMf
= — where Ia = —

Is Ra

(b) A.vf = (c) Rit {d) R'of
r 3

(e ) Repeat the four preceding calculations if R e = 1 K.

+

Prob. 13-22

Kf

13-23 Consider the illustrative example in Sec. 13-11 (current-shunt feedback) but
with the output taken from the emitter of Q2 . This configuration now repre-
sents voltage-shunt feedback and not current-shunt feedback. Analyze the
circuit for (a) p; (b) RM ;

(c) RMf )
(tf) A v/

;
(e) Rif ; (/) R

f

of .

13-24 For the circuit shown, prove that
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13-25 For the voltage-shunt feedback circuit in the example in Sec. (13-12), replace

the transistor by the low-frequency approximate model (hoc = hrc = 0). Do

not use feedback-analysis methods. Solve for Ay/, Ri/
}
and R0/ exactly. Com-

pare with results obtained in Sec. 13-12.

CHAPTER 14

14-1 A single-stage ISC-coupled amplifier with a midband voltage gain of 1,000 is

made into a feedback amplifier by feeding 10 percent of its output voltage in

series with the input opposing. Assume that the amplifier gain without feed-

back may be approximated at low frequencies by Eq. (12-2) and at high fre-

quencies by Eq. (14-2).

(a) As the frequency is varied, to what value does the voltage gain of the

amplifier without feedback fall before gain of the amplifier with feedback falls

3 dB?
(b) What is the ratio of the half-power frequencies with feedback to those

without feedback?

(c) If fl = 20 Hz and fH = 50 kHz for the amplifier without feedback, what

are the corresponding values after feedback has been added?

14-2 (a) Verify Eqs. (14-9) and (14-10) for A.f for the two-pole transfer gain.

(6) Verify that for Q = Q min ,
the roots are ui and co 2 .

14-3 Verify Eqs. (14-14) and (14-16) for the transfer function of the circuit model of

Fig. 14-4.

14-4 (a) Show that the two-pole closed-loop magnitude of the gain A f is given by

Eq. (14-18) as a function of frequency.
,

(b) Verify that the peak on the frequency response occurs at oj/oj 0 = Vl - 2A;
2

and has a value given by Eq. (14-20).

14-5 Plot the phase response (versus oj/oO of a double-pole transfer function for

Q = 0.5, 1, 2, 5.

14-6 Derive Eqs. (14-23), (14-24), (14-25), and (14-26), for the step response of the

two-pole feedback amplifier. Hint: For the overdamped case, assume A;
2» 1

and expand (1 - 1/A;
2)* in Taylor series.

14-7 Verify Eq. (14-27) for the positions xm and magnitude ym of the oscillatory-

response maxima and minima.

14-8 Define the normalized settling time xs to be the time at which the first peak

(or dip) in Fig. 14-6 that is within the error band of ± P percent occurs. Show

that the value oF m corresponding to x s is given by the smallest value of m that

satisfies

100e" irfem/(1 "

<

P

14-9 (a) Given a two-pole amplifier with corner frequencies at wi = lMrad/s and

co 2 = 0.2Mrad/s. What are the maximum decibels of feedback which will give

the fastest rise time without overshoot?

(,b) What is the rise-time improvement for the condition in part a? In other

words, find the ratio of the rise time for k = 1 to the rise time for zero feedback.
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1 4-1

G

14-11

14-12

14-13

14-14

14-15

14-16

14-17

14-18

() For the amplifier in Prob. 14-9, find the maximum value of the loop gain
for which the step-response overshoot will be 10 percent.

() At what time will the peak occur?
(c) Calculate the magnitude of the first minimum of the step response and the
time at which it occurs.

(d) Verify that for k = 0.707 the maximum overshoot is 4.3 percent.
An amplifier has two poles on the negative real axis: s r

= -5 so = -15
jus

-1
.

() Plot the root locus of the amplifier with negative feedback.
() Find the value of /3A 0 for which the maximum overshoot of the amplifier
step response with feedback is 4.3 percent.

() If k = 0.5 (Q = 1), calculate the percent maximum overshoot in the step
response for a two-pole feedback amplifier.

() If there is a 10 percent overshoot in the frequency response, what is the
percent overshoot in the step response?

The roots of a closed-loop two-pole amplifier are = -a + jo, s2 = -a - jo.
Find the relationship between Q and |a>/cr|.

For the three-pole feedback amplifier, verify Eq. (14-29) and show that

^o 3 = ^10)2^3(1 T-

/3A 0 )

W] + a>2 + a>3
CL 2 =

a> 0

_ O 1O 2 + 0 20^ + £0iO>3

() Consider a three-pole open-loop transfer function with all three poles at
s = w i- Find an expression for the closed-loop gain.

() Show that as negative feedback is added, one pole s 3/ moves along the
negative real axis while the other two poles become complex conjugates and
move toward the right-hand complex plane, as indicated in Fig. 14-8.
(c) Verify that the system is unstable for \(3A 0

\
> 8; and that for \(3A 0

\

- 8,
the poles s 2/ and s 3/ are ±jo\. \/3 and = — 3an.

Consider the amplifier with a transfer function A(s) = Aj/[s(s + 3)
2
].

() Find the value of corresponding to the breakaway point (the point in
the complex plane where the real poles become complex).
() Find the value of &A\ for which the amplifier with negative feedback
becomes unstable.

(c) Plot approximately the root locus.

Consider a transfer function with three poles S]
,
s 2

,
g,. Find sh g 2) s 3 knowing

that

l»il = M = |s3 |.= 1

and the Q of the complex pole pair (s 2 ,s3) is 1.

An amplifier has the following transfer function:

A(s) = X 7 '2 X 10
~

4

(s + 0.02) (s + 0.09) (s + 0.4)
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Feedback is applied to this amplifier. Find the poles and (3A 0 if the Q of the

complex pole pair is 1.

14-19 (a) Verify that a two-pole feedback amplifier cannot have a closed-loop dom-

inant pole if Q > 0.4.

(,b )
Find an expression for the maximum value of (3A 0 for which a closed-loop

dominant pole exists.

(c) Calculate (3A 0 for n = 4. What is the physical interpretation of this

result?

14-20 Verify Eq. (14-33), using Eqs. (14-32) and (14-31).

14-21 Verify the expression for Ru in Eq. (14-34).

14-22 Verify the expression for Gm in Eq. (14-40).

14-23 For the voltage-series feedback pair in Sec. 14-8 verify that a dominant pole

exists and that A Vf can be approximated by Eq. (14-47).

14-24 Show that for the dominant-pole-amplifier polar plot in Fig. 14-18

(a) The upper semicircle of the plot is the locus of (3A for negative frequencies.

(.b) The lower semicircle corresponds to positive frequencies.

(c) The points corresponding to / = ±}h are at the midpoints of the two

semicircles.

14-25 Consider a feedback amplifier for which the gain at low frequencies without

feedback is given by Eq. (12-2).

(a) Show that the polar plot of the loop gain is a circle in the right half of the

complex (3A plane, as in Fig. 14-18.

(b) Show that the upper semicircle corresponds to values of / > 0, and that

the lower semicircle corresponds to values of / < 0.

14-26 Consider a two-pole feedback amplifier for which the gain without feedback

is given by Eq. (14-8). Sketch the polar plot of the loop gain (3A ((3 is a real

constant and f2 = 10/ 1 ) for this amplifier, indicating

(a) The section of the plot corresponding to / > 0 and that corresponding to

/ < o.

(b) The points on the plot corresponding to/ = 0;/ = ± 00
; / = h = coi/2tt;

/ = h = wV2?r.

14-27 Sketch the polar plot of the loop gain (3

A

for a three-pole feedback amplifier

with a dc gain (without feedback). A a = —1,000, and open-loop poles at/i =

0.5 MHz, /2 = 1 MHz, and /a = 2 MHz, under the following conditions:

(a) (3 = -0.005 (b ) /3 = -0.02

In each case indicate whether or not the closed-loop amplifier is stable.

(c) What is the maximum value of j8 for which the amplifier is stable?

14-28 A three-pole feedback amplifier has a dc gain without feedback of — 10 4
. All

three open-loop poles are at / = 2 MHz.
(a) What is the maximum value of j8 for which the amplifier is stable?

(b) Assume that one of the poles is shifted to fi
= 100 kHz.

Using the value of (3 found in part a, what is the gain margin of the modified

circuit?

14-29 Verify Eq. (14-53) for the transfer function of the pole-zero-compensation

network.
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14-30 Pole-zero compensation is used, but the zero/, of the compensating network
does not exactly equal the lowest pole f\ of the uncompensated amplifier.

() Choose/, = l.l/i and sketch on log-log paper the function

A =
1 +/(///,)

1 + /(///.)

() Repeat part a if /, = 0.9/i,

14-31 A three-pole amplifier without feedback has a dc gain of -10 3 and poles located
at/i = 1 MHz, /

2

= 10 MHz, and /3 = 30 MHz. Dominant-pole compensa-
tion is applied to this amplifier.

(a) Find the location of the dominant pole so that the open-loop gain is first con-
stant and then falls at a rate of —20 dB per decade for frequencies / < 1 MHz.
(b) What is the maximum value of 0 for which this compensated amplifier
is stable?

14-32 Pole-zero compensation is used with an amplifier which has -10 3 dc gain and
three poles at/i = 1 MHz,/2 = 10 MHz, and/3 = 200 MHz. The zero of the
pole-zero network is selected to cancel the 1-MHz pole of the uncompensated
amplifier.

() Find the pole of the compensating network so that the amplifier is stable
with a 45° phase margin when (3 = —0.1.

Hint: Let -\(3\A VA'V = /-135° at/ - 10 MHz.

() What is the bandwidth of the compensated amplifier with feedback?
14-33 Verify Eq. (14-60) for the feedback factor of the phase-shift network of Fig.

14-29, assuming that this network does not load the amplifier. Prove that the
phase shift of V'f/V0 is 180° for a 2 = 6 and that at this frequency @

14-34 (a) For the network of Prob. 14-33, show that the input impedance is given by

2 = 1 — 5a 2 — /(6a — a 3
)

3 — a 2 — j4a

(6) Show that the input impedance at the frequency of the oscillator, a =
is (0.83 — j2.70)R.

Note that if the frequency is varied by varying C, the input impedance
remains constant. However, if the frequency is varied by varying R

f
the

impedance is varied in proportion to R.

14-35 Design a phase-shift oscillator to operate at a frequency of 5 kHz. Use a
MOSFET with p = 55 and rd ~ 5.5 K. The phase-shift network is not to

load down the amplifier.

(a) Find the minimum value of the drain-circuit resistance R d for which the
circuit will oscillate.

(b) Find the product RC.
(c) Choose a reasonable value for R

7
and find C.

14-36 (a) A two-stage FET oscillator uses the phase-shifting network shown. Prove
that

Vi = 1

Vf 3 +j(o>RC - 1/wRO
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14-37

14-38

14-39

(6) Show that the frequency of oscillation is / = 1/27tRC and that the gain

must exceed 3.

Prob. 14-36

() Find Vi 'V/ for the network shown.

() Sketch the circuit of a phase-shift FET oscillator, using this feedback

network.

(c) Find the expression for the frequency of oscillation, assuming that the net-

work does not load down the amplifier.

(d) Find the minimum gain required for oscillation.

Q 1( WV
+ c R

Prob. 14-37 v°

Consider the two-section RC network shown. Find the Vi/V
f

f function, and

verify that it is not possible to obtain 180° phase shift with a finite attenuation.

For the feedback network shown find (a) the transfer function, (6) the input

impedance, (c) If this network is used in a phase-shift oscillator, find the fre-

quency of oscillation and the minimum amplifier voltage gain. Assume that

the network does not load down the amplifier.

Prob. 14-39
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14-40

14-41

Take into account the loading of the RC network in the phase-shift oscillator
of Fig. 14-29a. If R 0 is the output impedance of the amplifier (assume that C5

15 aibitiarily large), prove that the frequency of oscillation/ and the minimum
gain A are given by

1 1

2wRC y/6 + 4 {R0 'R)
A = 29 + 23 — + 4
R m

For tlie FET oscillator shown, find (a) V’f/V0 , (b

)

the frequency of oscillations,
(c) the minimum gain of the source follower required for oscillations.

Prob. 14-41

14-42

14-43

14-44

Verify Eqs. (14-61) and (14-62) for the transistor phase-shift oscillator of
Fig. 14-30.

Apply the Barkhausen criterion to the tuned-drain oscillator, and verify Eos
(14-63) and (14-64).

“ ‘

() At what frequency will the circuit shown oscillate, if at all?
() Find the minimum value of R needed to sustain oscillations The FETs
are identical with gm = 1.6 mA/V and rd = 44 K.

Hint: Assume a voltage V from gate of Q1 to ground but with the pointG not connected to the gate (7.. Calculate the loop gain from the equivalent
cncuit, obtained by looking into each source.

Prob. 14-44
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14-45 (a) Consider a Colpitts oscillator, using the circuit of Fig. 14-32 and taking

into account the resistance r 3 in scries with the inductor L 3 . Show that the

frequency of oscillation is given by

1 1 ( Tz\
+ — 1 + — )

.Cl c2
’

(6) If rz/Ro « 1, show that the minimum amplifier gain required for oscillations

is

C2 + Cl

Lz
RoTz

14-46 (a

)

Consider the Hartley oscillator circuit shown (with bias and power supplies

omitted for simplicity). If the resistances of the inductors are ri and r 2 ,
respec-

tively, find the frcqucnc}' of oscillation.

(6) Find the value of R s for which the value of the loop gain will just equal

unity.

Prob. 14-46

14-47 In the Wien bridge circuit of Fig. 14-34, add an inductor in series with R and C
between points 2 and 3. Also, replace the parallel combination of R and C by

a resistor Rz. Find the frequency of oscillation and the minimum gain of the

amplifier if

() R\ is infinite.

() Ri is finite.

14-48 (a) Verif}^ Eq. (14-75) for the reactance of a ciystal.

(6) Prove that the ratio of the parallel- to series-resonant frequencies is given

approximately by 1 + -}C/C'.

(c) If C = 0.04 pF and C' = 2.0 pF, by what percent is the parallel-resonant

frequenc3
r greater than the series-resonant frequeue}'?

14-49 A ciystal has the following parameters: L = 0.33 H, C = 0.065 pF, C' = 1.0

pF, and R = 5.5 K.

() Find the series-resonant frequency.

() By what percent does the parallel-resonant frequency exceed the series-

resonant frequency?

(c) Find the Q of the crystal.
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CHAPTER 15

15-1 Verify Eqs. (15-2) and (15-3).

15-2 Find an expression for A Vf in Fig. 15-3 by using feedback concepts. Show
that this expression agrees with Eq. (15-2) if A v » R 0 Y'.

15-3 The amplifier shown uses an op amp with input resistance R it voltage gain

A v < 0, and zero output resistance. Assume also that the op amp is unilateral

from input to output.

() Show that the amplifier satisfies the three fundamental assumptions of

Sec. 13-2.

() Show that the transresistance of the amplifier without feedback is

A vRiRR*

RR' + (Ri + RJ(R + R f

)

(c) Show that

1 _ Vo _ A vRiR'
VI

V, RR' + (Ri + ft,) (ft + ft') - A,RiR

V.

Prob. 15-3 Prob. 15-4

15-4 (a) Repeat Prob. 15-3 for the noninverting amplifier shown.

(6) Show that the voltage gain of the amplifier without feedback is

_ -A vRi(R + R')
v

(« + fto («, + ft,) +

(c) Show that

A
-^,ft,(ft + ft') _ Vo

VI
RR' + (Ri + ft,) (ft + ft') - il.ftft, Vo

15-5 For the circuit of this problem with Ri = oo
}
show

- A v—)R + R')
+

1

R + R'
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15-6 The circuit shown is a differential amplifier using an ideal op amp.

(a) Find the output voltage v0 .

(b) Show that the output corresponding to the common-mode voltage v c —

^(vi + v 2 ) is equal to zero if R '
‘R = Ri/Rz. Find v 0 in this case.

(c) Find the common-mode rejection ratio of the amplifier if R'/R ^ Ri/Rz.

Prob. 15-6

R l

15-7 The circuit shown represents a dc feedback amplifier consisting of a differential

input pair QI-Q2 followed by two stages, Q3 and Q4.

Prob. 15-7
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All transistors are identical, and their parameters are

hie = 1 K hoe = 10 pU hrc = 2.5 X 10’ 4 hfe = 100

Make reasonable approximations resulting in errors of no more than 10 percent.
Compute the following quantities at low frequencies.

(a) The difference gain A d and common-mode gain A c for the differential
amplifier defined by the equation

Vi = A d (v/ - va) + A c —+ Vs

Make use of the symmetry of the circuit.

(b) v 2/v l} Vo/vzy and A = vQ/vi, Assume that Q2 does not load the 10-K
resistance.

(c) A v = Compare this result with that obtained using the feedback
factor /?.

15-8 For the circuit of Fig. 15-6 assume that R s = 0, hoe(R c + 2R c ) « 1, hfc » 1,

and hi e « 2R ehfe .

(a) Verify that the common-mode rejection ratio is given by

h/eR e

(b) If rbb > Tb'e verify that p — gmRe
~ V/2 Vt, where V is the quiescent

voltage across R e .

1 5-9 Draw the /^-parameter model for the common-mode gain in a diff amp. With-
out solving for A c show from the circuit that A c must be zero if hfe/hoe = 2R e

[in agreement with Eq. (15-13)].

15-10 Verify Eqs. (15-13) and (15-14) for the difference amplifier.

15-11 Starting with Eq. (15-13) for A d and assuming R s <£hic and rbb , <3C rb> e ,
verify

that

Ad —
2

and Qmd —
4VT

15-12 (a) Show that the emitter volt-ampere characteristic of a transistor in the
active region is given by

I

e

« Ise v*/v T

where Is = -Ieo/( 1 - «*«/).

(b) Verify Eq. (15-22) for the transfer characteristic of the diff amp.
(c) Verify Eq. (15-23) for gmd .

15-13 (a) From Eq. (15-22), for the transfer characteristic of the diff amp find the
range AV = A(V fll — Vb 2 ) over which each collector current increases from
0.1 to 0.9 its peak value.

(b) Repeat part a for a collector-current variation from 50 to 99 percent of I Q .

(c) Compare your result with Fig. 15-9.

15-14 The differential amplifier of Fig. 15-8 is modified by putting two resistors R c

in series with the emitter lead of Q1 and Q2.
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() Express VB \
— Vbi as a function of VBF.\ — V BE2.

and lc i-

() Find the transfer characteristic IC \ Io versus ( VBi — VB 2 ), Vt if R e = 50 ft

and I 0 = 2 mA. Solve graphically by using Fig. 15-9 and part a.

(c) Find the transconductance

t _ dIC \

Qmd ~
d(FB1 - FB2)

evaluated at Vm = VB2 .

(id )
Express g

f

md in terms of gmd given in Eq. (15-23).

15-15 (a) Calculate the common-mode rejection ratio pi for the first stage of the

op amp in Fig. 15-11. Assume 1 /h0€ = 100 K and h rc ~ 2.5 X 10
-4

.

(6) Calculate p 2 for the second stage.

(c) What is the overall p (in decibels)?

15-16 The figure shows an inverting op amp with input resistance Ri and offset

voltage Vi 0 . Show that V0 is given b;

15-17 For the amplifier shown, V\ and V 2 represent undesirable voltages. Show that,

if Ri = co
,
R 0 = 0, and A v \ < 0 and A v2 < 0,

F. = A rt[A„(F' - F.) - FJ where F' = F.
H + R

Show also that, if A r2A viR/(R + R l

) y> 1,
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15-18 Consider the circuit shown. An attempt is made to find a value of R y which
minimizes the offset-current effects.

(a) First show that V0 = 0 if h[RR f/(R + R')] = I 2R lt

(b) Conclude that Ri = RR'/(R + R l

) is the optimum value of R l if h/U « 1.

Find V0 in this case. Assume R0 — 0.

R‘

15-19 (a) For the amplifier shown (with Ra = 0) prove that

(i) The output voltage Vol due to the bias current h is

Y _ — R fRRiA v

° l ~
(Ri + Ri)(R' + ft) + RR' - A VRR {

h

(ii) The output voltage Vo2 due to the bias current I2 is

y _ R{Ri(R -f- R f)A v

(R + - A v RRi + RR'
^

(b ) Show that if h/I 2
~ 1, then Voi -f- Vo2 is minimized by taking Ri =

RR f/(R + R’).

15-20 (a) Show that the gain A V/i of the inverting op amp and the gain Av/ni of the
noninverting amplifier satisfy (assume RQ — 0)

Av/i _ R'

Av/ni R + R f

Hint: Use the results of Probs. 15-3 and 15-4.

(b) Using (a), show that the input biasing currents I Y and I 2 and the input
offset voltage Vio produce an effective input error voltage Vei on the inverting
terminal equal to

Vei = - Jifl + tfi/t " Vu
RJtRf

R' R'

(c) Plot the curve Vei = f(R
f

) for Ri — RR r/(R -f- R r

) }
R = 1 K, and typical

values of Vio and I 2 — h (Table 15-1).
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R'

1 5-21 (a) Repeat part b of Prob. 15-20 and show that the input offset signals produce

an effective input error voltage Veni on the noninverting terminal equal to

RR r

VENI — Via — Rlh + 1

1

(b) Repeat parts c and d of Prob. 15-20.

15-22 Consider the inverting op amp of Prob. 15-20 with infinite open-loop gain and

with an output-voltage swing of +4.5 V.

(a) Plot the output voltage due to Vio as a function of R'/R.

(b) Plot the output voltage due to the biasing currents h and I 2 as a function

of R* (i) if Ri = RR'/(R + R*), (ii) if R\ = 0. Use typical values for the

offset signals.

15-23 The input offset voltage Vio of an op amp is equal to 1 mV at 25°C. The input

offset-voltage drift of this amplifier is equal to 5 juV/°C. Assume that the

open-loop voltage gain is infinite. Using Prob. 15-16, find the output offset

voltage at temperature T = 100°C if (i) R f/R =
1, (ii) R f/R = 100. At which

temperature iz the output offset voltage equal to 0.2 V if R'/R = 200?

15-24 (a) For the inverting op amp with R {
= °o, draw the model of the amplifier

without feedback but taking the loading of R' into account (Sec. 13-7). Refer

to Fig. 15-2 with Z = R and Z l = R'.

(b) Verify that jS — —l/R* and Ry = AvRn
,
where Rn = R\\R'.

(c) Verify that

_ Rms _ Ry/R
v/ ~ It

~
1 + ;

8Rm

and show that this expression reduces to Eq. (15-35).

15-25 (a) For the noninverting op amp of Fig. 15-4 with Ri — °o
,
draw the model of

the amplifier without feedback but taking the loading of R' into account.

(b) Verify that (3 = R/(R + R l

)

.

(c) Find Ay/-

15-26 Without using feedback-amplifier concepts, verify that Av/ for the inverting

op amp of Prob. 15-24 is given by Eq. (15-35).
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15-27 Without using feedback concepts, verify that Avj for the noninverting op amp
of Prob. 15-25 is given by Eq. (15-38).

15-28 (a) The transfer function of an op amp has its first pole at 1 MHz and a low-
frequency gain of 44 dB. Dominant-pole compensation is used for this op amp,
and the gain of the compensated amplifier is zero dB at a frequency 1 MHz.
Find the value fd of the dominant pole.

(6) Repeat (a) if the low-frequency gain is 68 dB.

15-29 (a) In Fig. 15-11 find the resistance R t

- seen between pins 9 and 10. Assume
l -hoc = 100 K and hrt = 0.

(5) A capacitor C x is connected between pins 9 and 10. For which value of C\
is the first pole of the compensated amplifier equal to (i) fd = 200 Hz, (ii)

fd = 1 kHz?

15-30 (a) Verify Eq. (15-41).

(b) Draw on the same figure the following Bode plots:

(i) Open-circuit voltage gain of the amplifier without compensation.
(ii) Open-circuit voltage gain of the amplifier if pole-zero cancellation is

achieved, using Eq. (15-41).

In (i) assume that the amplifier has three poles.

15-31 In Prob. 15-30 the transfer function of the amplifier without compensation has
three poles at 1, 4, and 40 MHz and a low-frequency open-loop gain of 72 dB.
(a) Find R c and Cc as a function of R X) R, R ' if the gain of the compensated
amplifier is zero dB at a frequency 4 MHz.
(5) Find R c and Cc if Ri = RR'/(R 4- R')

}
R = IK, and R' » R . Find also

the bandwidth of the compensated' amplifier without feedback.

15-32 (a) Show that pole-zero cancellation can be achieved by using the input circuit

of the figure. Use the result of Prob. 15-3(6) and assume Ri — oo

.

(b) Draw the Bode plots of the open-loop gain for the compensated and the

uncompensated amplifier. Assume that the op amp has three poles and that

Ri « R-

R'

15-33 Veiify all the equations in bee. 15-1 1 which relate to pole-zero cancellation using
the Miller effect technique.

15-34 Verify Eq. (15-50) for the factor A introduced due to C’ in Fig. 15-24.

1 5-35 The slewT rate of an op amp is 6 V / jus when the closed-loop gain is unity. The
amplified output signal is observed to be a pure sinusoid v0 = Vm cos tol pro-
vided the frequency of this signal does not exceed a certain limit.
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Find the value of this limiting frequency before the output signal is dis-

torted by the slew-rate limit if (a) Vm ~ 1 V, (b ) Vm = 10 V.

CHAPTER 16

16-1 Design the circuit of Fig. 16-1 so that the output V 0 (for a sinusoidal signal)

is equal in magnitude to the input Vs and leads the input by 46°.

16-2 Consider the circuit of Fig. 16-1 with Av = —100. If Z = R and Z' = —jXc

with R = X c at some specific frequency /, calculate the gain V0/Vs as a com-

plex number.

1 6-3 Given the operational amplifier circuit of Fig. 16-1 consisting of R and L in series

for Z
}
and C for Z '. If the input voltage is a constant v s = V

,
find the output

v 0 as a function of time. Assume an infinite open-loop gain.

16-4 For the given circuit, show that the output voltage is

R 2- V°
=
R l

V + (r*C +
L
)
d
-?- + LC

d2v

R\) dt dt 2

Prob. 16-4 v(t)

-o V0 (t)

16-5 Consider the operational amplifier circuit of Fig. 16-1 with Z consisting of a

resistor R in parallel with a capacitor C
,
and Z

'

consisting of a resistor R'. The
input is a sweep voltage v = at. Show that the output voltage v 0 is a sweep

voltage that starts with an initial step. Thus prove that

v0 = -ocR'C - a—t
R

Assume infinite open-loop gain.

16-6 Consider the operational amplifier circuit of Fig. 16-1 witli Z consisting of a

100-K resistor and a series combination of a 50-K resistance with a 0.001-juF

capacitance for Z*

.

If the capacitor is initially uncharged, and if at t
= 0 the

input voltage vs — 10e-//r with r = 5 X 10“ 4 s is applied, find v 0 (t).

16-7 In Fig. 16-36 show that i L is equal to —vs/R 2 if R: R 2 = R'/Ri-

16-8 The differential input operational amplifier shown consists of a base amplifier

of infinite gain. Show that V0 = (R 2 'Ri)(V 2 — V\ ).
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1 6-1 0 For the base differential-input amplifier shown, assume infinite input resistance,

zero output resistance, and finite differential gain A v = V 0/(V i
- V 2).

(a) Obtain an expression for the gain Av/ = V0/Vs .

(

b

) Show that lim A v/ = n + 1,

16-11 Verify Eq. (16-6) for the bridge amplifier.

16-12 The circuit shown represents a low-pass dc-coupled amplifier. Assuming an
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ideal operational amplifier determine (a) the high-frequency 3-dB point fn;

(b) the low-frequency gain A v = VQ/VS .

R'

16-13 (a) The input to the operational integrator of Fig. 16-10 is a step voltage of

magnitude V. Show that the output is

= AyVil - e- (/*c<Wv))

(b) Compare this result with the output obtained if the step voltage is impressed

upon a simple RC integrating network (without the use of an operational

amplifier). Show that for large values of RC, both solutions represent a voltage

which varies approximately linearly with time. Verify that if — Ay » 1
,
the

slope of the ramp output is approximately the same for both circuits. Also

prove that the deviation from linearity for the amplifier circuit is 1/(1 — A v )

times that of the simple RC circuit.

16-14 Derive Eq. (16-13).

16-15 (a) The input to an operational differentiator whose open-loop gain A v = A is

infinite is a ramp voltage v = at. Show that the output is

v„ = —A- aRC(1 -
1 - A

(b) Compare this result with that obtained if the same input is impressed

upon a simple RC differentiating network (without the use of an amplifier).

Show that, approximately, the same final constant output RC dv/dt is obtained.

Also show that the operational-amplifier output reaches this correct value of

the differentiated input much more quickly than does the simple RC circuit.

16-16 Given an operational amplifier with Z consisting of R in series with C, and Z'

consisting of R ' in parallel with C f

. The input is a step voltage of magnitude V .

(a) Show by qualitative argument that the output voltage must start at zero,

reach a maximum, and then again fall to zero.
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16-17

16-18

16-19

16-20

16-21

16-22

16-23

16-24

16-25

16-26

16-27
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(6) Show that if R'C ' 9^ RC
}
the output is given by

R'CV

R'C' - RC
(<- -ttit'c')

Sketch an operational amplifier circuit having an input v and an output which
is approximately — 5v — 3dv/dt. Assume an ideal operational amplifier.

Sketch in block-diagram form a computer, using operational amplifiers, to solve

the differential equation

dv— + 0.5u + 0.1 sin o)t = 0

An oscillator is available which will provide a signal sin cot. Use only resistors

and capacitors.

Set up a computer in block-diagram form, using operational amplifiers, to solve

the following differential equation:

, 2
&y

dt 3 dl 2 -4^ + 2y = .r(0
at

where

y(0) = o -2 and
<Py

I

dl 2
It = o

= 3

Assume that a generator is available which will provide the signal x(t).

(a) Verify that the damping factor of each pair of complex poles of a Butter-
worth low-pass filter is given by k = cos 6

,
where 6 is defined in Fig. 16-17.

(b) Define a damping factor k for the single pole at s = -1 which is consistent
with Eq. (16-23).

Verify the entries in Table 16-1 for n = 3 by using Fig. 16-176.

Using Eq. (16-22), show that the transfer function of a second-order Butter-
worth low-pass filter satisfies Eq. (16-19).

Use the value of P 2 (s) from Table 16-1 and verify that

F 2 (s)F 2 (-s) I
.

= 1 + od

Use the values of P 3 (s) from Table 16-1 and verify that

P^(~\-s)Pz(— s) I
,

= 1 + CO
6

Show that the voltage gain A v (s) = V0t Vs in Fig. 16-18a is given by Eq.
(16-24). Hint: Use feedback principles.

Design an active sixth-order Butterworth low-pass filter with a cutoff frequency
(or upper 3-dB frequency) of ] kHz.

The circuit shown uses an ideal op amp.

() Find the voltage gain A v = V 0l 'Vs ,
the damping factor k

}
and the cutoff

frequency 0) o .

() Using this circuit, design a second-order Butterworth low-pass filter with

fo = 1 kHz and low-frequency voltage gain equal to —1.
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from the center frequency. Hint: Use Fig. 16-22 to had Q and let R 2 = °o,

Ri = 1 K.

16-31 Design a bandpass RC active filter with midband voltage gain of 30, center

frequency of 200 Hz, and Q = 5. Hint: Choose Ci ~ C2 - 0.1 /xF.

16-32 Design the resonant RLC bandpass filter of Fig. 16-21 with f0 = 160 Hz,
3-dB bandwidth B = 16 Hz, and minimum input resistance seen by the voltage

source Vs of 1,000 ft. Is this a practical circuit?

1 6-33 Verify Eq. (16-50) for the transfer function of the delay equalizer of Fig. 16-24a.

16-34 (a) Show that the circuit of the accompanying figure can simulate a grounded
inductor if Ri > R 2 , In other words, show that the reactive part of the input

impedance of this circuit is positive if Ri > R 2 .

(6) Find the frequency range in which the Q = uL/R of the inductor is greater

than unity.

Assume that the unity gain amplifier has infinite input resistance and zero

output resistance.

R 2

Prob. 16-34

16-35 (a) Show that the circuit of the given figure can simulate a grounded inductor
if A > 1. In other words, show that the reactive part of Z { is positive.

(6) Show that the real part of Z{ becomes zero (Q = oo) at the frequency

co =
^

R£\RM -
1 )

Assume that the input resistance of the amplifier of gain A is infinite.

Fc = AV{

Prob. 16-35
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16-36 Using Fig. 16-276, derive Eqs. (16-54) and (16-55).

16-37 Using Fig. 16-276, derive Eqs. (16-57) and (16-58).

16-38 The figure shows a circuit using an ideal op amp and an RC two-port network.

The RC two-port is defined in terms of its y parameters (Sec. 16-9). Show

that the voltage gain Ay = V„/V, is given by

Ay =
V.

v a

j/n(l + k) + where k _ w
2/22 &

16-39 Repeat Prob. 16-38 for the circuit shown. Show that the expression for A v =

V0/Va is the same as in Prob. 16-38.

Prob. 16-39

R'

16-40 In Probs. 16-38 and 16-39 the RC two-port shown is used, (a) Find the

parameters y 21 and 2/22 of this two-port RC network. (b) Show that if

then the two circuits are delay equalizers with transfer function

_ Vo _ A
(s - Si) (s - s 2)



876 / INTEGRATED ELECTRONICS App. C

Prob. 16-40

1 6-41 Using the curve of Fig. 16-31 and assuming VACC = 3.5 V, with an audio modu-
lating signal of 1.5 V peak to peak, calculate the modulation factor

V _ v
1^

r o.max v o iimn
~ Vv o.max

16-42 Derive Eq. (16-59) for the gain of the cascode video amplifier.

1 6-43 (a) Verify that the circuit shown gives full-wave rectification provided that
R 2 = 2Rl
(b) What is the peak value of the rectified output?
(c) Draw carefully the waveforms v { = 10 sin cot, vp ,

and v0 if R z = 2

R

u

16-44 If a waveform has a positive peak of magnitude 7i and a negative peak of
magnitude V 2 ,

draw a circuit using two peak detectors whose output is equal
to the peak-to-peak value Vi — V 2 .

16-45 Show that the given circuit can be used to raise the input Vs to an arbitrary
power. Assume 7i - K y In K2 V.a ,

V Q = K z In" 1 A 47 2) V 2 = clVl

Prob. 16-45 Prob. 16-46

16-46 For the feedback circuit shown, the nonlinear feedback network /? gives an
output proportional to the product of the two inputs to this network, or

7/ = £7 270 . Prove that if A = », then V0 = KV lr 'V 2) where K is a
constant.
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16-47 (a) With the results of Prob. 16-46, draw the block diagram of a system used

to obtain the square root of the voltage Vs .

(b) What should be the value of £ if it is required that V 0 = s/

V

s ?

16-48 (a) Verify Eq. (16-78) for the pulse width of a monostable multivibrator.

(6) If 7 Z » Vi and /3 = 1/2, what is T ?

16-49 Verify Eq. (16-84) for the frequency of the triangle waveform.

16-50 The Schmitt trigger of Fig. 16-47 is modified to include two clamping Zener

diodes across the output as in Fig. 16-45a. If V z = 4 V and A v = 5,000 and if

the threshold levels desired are 6 ±0.5 V, find (a) R 2 Ri, (6) the loop gain, and

(c) VB . (d) Is it possible to set the threshold voltage at a negative value?

(e) In part (a) the ratio of R% to R\ is obtained. What physical conditions

determine the choice of the individual resistances?

16-51 The input Vi to a Schmitt trigger is the set of pulses shown. Plot v0 versus

time. Assume 7i — 3.2 V, V2 = 2.8 V, and v0 = +5 V at t = 0.

Prob. 16-51

3.4'

3.2

3.0

2.8

2.6

4 5 6

hi 2 3|l 7 910 t

16-52 (a) Calculate the logic levels at output Y of the ECL Texas Instruments gate

shown. Assume that Vbe, ivc = 0.7 V. To find the drop across an emitter

follower when it behaves as a diode assume a piecewise-linear diode model with

Vy = 0.6 and Rf = 20 £2.

(6) Find the noise margin when the output Y is at 7(0) and also at 7(1).

(c) Verify that none of the transistors goes into saturation.

(.d) Calculate R so that Y' = Y.

(e) Find the average power taken from the power source.

16-53 Verify that, if the outputs of two (or more) ECL gates are tied together as in

Fig. 16-51, the or function is satisfied.

16-54 (a) For the system in Fig. 16-51 obtain an expression for Y which contains three

terms.

(6) If in Fig. 16-51 7i and ? 2 are tied together, verify that the output is

Y = AB + CD.
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(c) If in Fig. 16-51 F 1 and F 2 are tied together and if the input to the lower ECL
gate is C and D (instead of C and D)

}
what is F?

CHAPTER 17

17-1 Indicate how to implement S v of Eq. (17-1) with and, or, and not gates.

17-2 Verify that the sum Sn in Eq. (17-1) for a full adder can be put in the form

Sn = A n © Bn ® Cn-1

17-3 (a) For convenience, let A n = A, Bn = B, Cn- 1 = C, and Cn = CK Using
Eq. (17-4) for C l

,
verify Eq. (17-5) with the aid of the Boolean identities in

Table 6-4; in other words, prove that

C l = BC + CA + AB

(6) Evaluate D = (A + B + C)C L and prove that Sn in Eq. (17-1) is given by

Sn = D + ABC

17-4 (a) Verify that an exclusive-or gate is a true /complement unit.

(b) One input is A, the other (control) input is C
}
and the output is F. Is

F = A for C = 1 or C = 0?

17-5 For the system shown in Fig. 17-lla, verify the truth table in Fig. 17-116.

17-6 (a) Make a truth table for a binary half subtractor A minus B (corresponding

to the half adder of Fig. 17-3). Instead of a carry C, introduce a borrow P .

(6) Verify that the digit D is satisfied by an exclusive-or gate and that P
follows the logic

llB but not AP
17-7 Consider an 8-bit comparator. Justify the connections C" = CL} D' = D Ij}

and E f = EL for the chip handling the more significant bits. Hint: Add 4

to each subscript in Fig. 17-14. Extend Eq. (17-12) for E and Eq. (17-13)

for C to take all 8 bits into account.

17-8 (a) By means of a truth table verify the Boolean identity

F = (A 0 B) © C = A 0 (B © C)

(6) Verify that F = 1(0) if an odd (even) number of variables equals 1. This
result is not limited to three inputs, but is true for any number of inputs. It is

used in Sec. 17-3 to construct a parity checker.

17-9 Construct the truth table for the exclusive-or tree of Fig. 17-15 for all possi-

ble inputs A, B
}
C, and D. Include A 0 B and 00 6 as well as the out-

put Z. Verify that Z = 1(0) for odd (even) parity.

17-10 (a) Draw the logic circuit diagram for an 8-bit parity check/generator system.

(6) Verify that the output is 0(1) for odd (even) parity.

17-11 (a) Verify that if P' ~ 1 in Fig. 17-15, this system is an even-parity check.

In other words, demonstrate that with P* =
1, the output is P = 0(1) for

even (odd) parity of the inputs A, B
}
C

}
and D.

(6) Also verify that P generates the correct even-parity bit.

17-12 (a) Indicate an 8-bit parity checker as a block having 8 input bits (collec-

tively designated Ai), an output P L) and an input control Pj. Consider a
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second 8-bit unit with inputs A Z} output P 2 ,
and control P2 . Show how to

cascade the two packages in order to check for odd parity of a 16-bit word.

Verify that the system operates properly if P i
= 1. Consider the four possi-

ble parity combinations of A\ and A 2 .

(b) Show how to cascade three units to obtain the parity of a 24-bit word.

Should P[ = 0 or 1 for odd parity?

(c) Show how to cascade units to obtain the parity of a 10-bit word.

17-13 Draw a logic diagram of a 4-to-10-line decoder using or gates instead of and

gates.

17-14 Draw a logic diagram for a 3-to-8-line decoder.

17-15 Explain how to convert a 4-to-10-line decoder unit into a 3-to-8-line decoder.

17-16 Draw a logic diagram for an 8-to-l-line multiplexer.

17-17 Write the Boolean expression for the output Y of a 4-to-l-line multiplexer

with an enable input (Fig. 17-20).

17-18 The block diagram shows two data selectors being used to select 1 out of

32 data inputs. Explain the operation of the system.

Prob. 17-18

17-19 Design an encoder satisfying the following truth table, using a diode matrix.

Inputs Outputs

Ws w2 Wi Wo Y z y2 Y\ Y o

0 0 0 1 0 1 1 1

0 0 1 0 1 1 0 0

0 1 0 0 1 1 0 1

1 0 0 0 0 0 1 0
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17-20 (a) Design an encoder, using multiple-emitter transistors, to satisfy the fol-

lowing truth table. (b ) How man}' transistors are needed and how many emit-
ters are there in each transistor?

Inputs Outputs

w 2 W: Wo y 4 Y 3 I 2 7i Fo

0 0 1 1 1 0 1 0

0 1 0 1 0 0 0 1

1 0 0 0 1 1 1 1

17-21 A block diagram of a three-input (A, B
,
and C) and eight-output (7 0 to Y 7)

decoder matrix is indicated. The bit 7 6 is to be 1 (5 V) if the input code is 110
corresponding to decimal 6. (a) Indicate how diodes are to be connected to
line 7 6 . (b ) Repeat for Y 0} Y l} and Y 7 .

y
7 y6 y6 y, y3 y2 yx y0

Prob. 17-21

17-22 (a) Write the expressions for Y y and Y 3 in the binary-to-Gray-code converter.
(b) Indicate how to implement the relationship for Y l with diodes.

17-23 (a) Give the relationships between the output and input bits for the Gray-
to-binary-code translator for Y i and 7 2 .

(b) Indicate how to implement the equation for 7 t with transistors.

17-24 Minimize the number of terms in Eq. (17-23) and obtain Eq. (17-24).

17-25 (a) Write the sum-of-products canonical form for 7 4 of Table 17-5 for the
seven-segment indicator code.

(b) Verify that this expression can be minimized to Y A = A + CB.
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17-26

17-27

17-28

17-29

17-30

17-31

17-32

17-33

17-34

How many and, or, and not gates are required if a three-input adder is imple-

mented with an ROM? Compare these numbers with those used in a full-

adder chip.

() Verify that it is not possible for both outputs in Fig. 17-27a to be in the

same state.

() Verify that if S = 0 and R = 1 in Fig. 17-276, the latch is reset to Q = 0.

(c) If S = R = 0, verify that the state of the latch is undetermined (it could

be either Q = 1 or Q = 0).

(d ) If S = R = 1
,
verify that both outputs would go to 1 . Is this a valid

situation?

Draw the logic diagram for an S-R flip-flop using AO I gates instead of nand
gates.

The excitation table for a J-K flip-flop is shown. An X in the table is to be

interpreted to mean that it does not matter whether this entry is a 1 or a 0.

It is referred to as a “don't care” condition. Thus the second row indicates that

if the output is to change from 0 to 1 ,
the J input must be 1, whereas K can be

either 1 or 0. Verify this excitation table by referring to the truth table of

Fig. 17-296.

Qn Qn (-1 Jn Kn

0 0 0 X
0 i 1 X
1 0 X 1

1 1 X 0

Verify that the J-K flip-flop truth table is satisfied by the difference equation

Qn+ 1 = jnQn + KnQn

() For the J-K flip-flop of Fig. 17-30, verify that for Cr =
1, Pr = 0, and

Ck = 0, the 1 state is preset independent of the values of J n and Kn .

() Repeat part (a) for Ck = 1, provided that Jn = K n = 0.

(c) Verify that Cr = Pr = Ck = 0 leads to an indeterminate state; i.e., it

may be 0 or 1.

() Verify that there is no race-around difficulty in the J-K circuit of Fig.

17-30 for any data input combination except J = K = 1.

() Explain why the race-around condition docs not exist (even for J = K = 1)

provided that tp < At < T.

() For the master-slave J-K flip-flop of Fig. 7-31 assume Q = 1, Q = 0,

Ck = 1, K = 0, and J arbitrary. What is Q.v?

() If K changes to 1, what is QmI
(c) UK returns to 0, what is Qx? Note that Q.v does not return to its initial

value. Hence K (and ./) must not vary during the pulse.

The indicated waveforms J
}
K, and Ck are applied to a J-K flip-flop. Plot

the output waveform for Q and Q lined up with respect to the clock pulses.
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Note: Assume that the output Q = 0 when the first clock pulse is applied

and that Pr = Cl = 1.

I

J
0

.

K
1

I

I

l

1

27]

i

I

1

ji
3T

0

0

Prob. 17-34

17-35 (a) Verify that an S-R flip-flop is converted to a T type if S is connected to

Q and R to Q.

(b) Verify that a D-type flip-flop becomes a T type if D is tied to Q.

17-36 Augment the shift register of Fig. 17-34 with a four-input nor gate whose out-

put is connected to the serial input terminal. The NOR-gate inputs are Q 4 ,

Q 3) Q2, and Qi.

(a) Verify that regardless of the initial state of each flip-flop, when power is

applied, the register will assume correct operation as a ring counter after P clock

pulses, where P < 4.

(b) If initially = 1, Q3 — 1, Q2 = 0, Qi = 0, and Qo = 1, sketch the wave-
form at Q 0 for the first 16 pulses.

(c) Repeat part b if Q 4 = 0, Q 3 = 1, Q 2 = 0, Q x = 0, and Q 0 - 0.

17-37 (a) Draw a waveform chart for the twisted-ring counter; i.e., indicate the

waveforms Q 4 , Q 3 , Q 2 , Qi, and Q 0 for, say, 12 pulses. Assume that initially

Qo — Qi — Q 2 = Qz = Qa — 0 .

(b) Write the truth table after each pulse.

(c) By inspection of the table show that two-input and gates can be used for

decoding. For example, pulse 1 is'decoded by Q 4Q 3 . Why?
17-38 (a) For the modified ring counter shown, assume that initially Q 0 = 1 ,

= 0,

and Q 2 = 0. Make a table of the readings Q 0) Q 1} Q Zj J 2j and K 2 after each
clock pulse. How many pulses are required before the system begins to operate
as a divide-by-V counter? What is N?
(b) Repeat part (a) if initially Qo = 1, Gi = 0, and Q 2 = 1

Prob. 17-38
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17-39 A 50:1 ripple counter is desired, (a) How many flip-flops are required?

(ib ) If 4-bit flip-flops are available on a chip, how many chips are needed?

How are these interconnected?

(c) Indicate the feedback connections to the clear terminals.

17-40 (a) Indicate a divide-by-14 ripple-counter block diagram. Include a latch in

the clear input.

(ib ) What are the inputs to the feedback nand gate for a 153:1 ripple counter?

17-41 Consider the operation of the latch in Fig. 17-38. Make a table of the quanti-

ties Ck, Qh Qz }
Pi, Ck, and P 2 = Cr for the following conditions:

(a) Immediately after the tenth pulse.

(ib ) After the tenth pulse and assuming Qi has reset before Q 3 .

(c) During the eleventh pulse.

id) After the eleventh pulse.

This table should demonstrate that

(a) The tenth pulse sets the latch to clear the counter.

(b) The latch remains set until all flip-flops are cleared.

(c) The positive edge of the eleventh pulse resets the latch so that Cr = 1.

(d) The negative edge of the eleventh pulse initiates the new counting cycle.

17-42 (a) The circuit shown is a programmable ripple counter. It is understood that

J = K = Cr = 1 and that the latch in Fig. 17-386 exists between Pi and P 2 .

• If prQ = pTl = 1 and Pr 2 = Pr 3 = 0, what is the count A? Explain the oper-

ation of the system carefully.

(6) Why is the latch required?

(c) Generalize the result of part (a) as follows. The counter has n stages

and is to divide by N
}
where 2n > N > 2n“*. How must the preset inputs be

programmed?

Prob. 17-42

17-43 Draw the logic diagram of a 5-bit up-down synchronous counter with series

carry.

17-44 For the logic diagram of the synchronous counter shown, write the truth table

of Go, Qi, and Qz after each pulse and verify that this is a 5:1 counter.
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Prob. 17-44

17-45 Consider a two-stage synchronous counter (both stages receive the pulses at
the Ck input). In each counter K = 1 . If J„ = Q, and J t = Q„, draw the
circuit. From a truth table of Q 0 and Q t after each pulse, demonstrate that
this is a 3: 1 counter.

17-46 Draw the waveform chart for a 6: 1 divider from Fig. 17-36 and deduce the con-
nections for a synchronous counter. Draw the logic block diagram.

17-47 Solve Prob. 17-46 for a 5:1 divider.

17-48 (a) Verify that the circuit of Fig. 1 7-44 performs the function of a nand gate
Let the voltage levels of V l and V 2 be 0 V or - VDD,

(b) Verify that this circuit dissipates less power than the corresponding circuit
of Fig. 10-17.

(c) Draw the circuit of a dynamic nor gate corresponding to Fig. 10-8. Repeat
parts a and b for this circuit.

17-49 Show that in the four-phase shift-register stage of Fig. 17-48 there is no dc
current path to ground even when clocks fa and fa overlap or when clocks
03 and 04 overlap. Assume that the input terminal is maintained at zero volts.

17-50 Draw the logic diagrams of a recirculating or refresh memory to store 512
words each 4 bits long, using the TI 3309JC (shown in Fig. 17-49) as the basic
building block. Input data are available in parallel form, and data output
must be presented also in parallel form.

17-51 Draw a 16-word 4-bit RAM matrix using the basic 1-bit RAM of Fig. 17-52
and using linear selection.

17-52 The figure shows a 64-word 1-bit RAM with on-chip decoding. The memory
accepts a 6-bit address word. Using the above memory unit as a building
block, construct a 64-word by 4-bit memory.

Input

P

X) s

<

fo
0
0 64 X 1

bit RAM<
u

) o
O
0

Output
—

O

Prob. 17-52
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17-53 The figure shows a 16-bit coincident memory matrix. A specific bit is selected

by applying a logic 1 to the coincident X and Y address lines.

(a) Draw the diagram of a 16-word by Ar
-bit memory (each word N bits long)

using the above RAM as the basic building block.

(b) What determines the maximum value of N in this configuration?

*o *2 *3

17-54

17-55

(a) For the D. A converter of Fig. 17-60 show that when the second most sig-

nificant bit is 1 and all other bits are zero, the output is V 0 = F/f/4.

(.b ) Find V0 if only the third MSB is 1.

(c) Find Vo if only the LSB is 1.

The figure shows a binary weighted resistor D, A converter.

(a) Show that the output resistance is independent of the digital word and that

(b) Show that the analog output voltage for the most significant bit is

(c) Show that the analog output voltage for the least significant bit is

V 0 V*
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17-56 Modify the block diagram of Fig. 17-64 to display M lines of N characters
each on the face of a CRT.

1 7-57 The circuit shown consists of two cross-coupled nand gates. The coupling from
the output of N x to the input of N 2 is direct (dc), whereas resistance-capacitance
(ac) coupling is used from the output of N 2 to the input of AL. Positive TTL
logic is used and the levels are 0 and VCc . Assume that a nand gate changes

Prob. 17-57

state when its input voltage falls below V (« 1.6 V for a TTL gate). Neglect
the drop across the clamping diode D. The input Vi is at VCc and at t = 0
drops to 0 V for a short time ip ;

that is, a negative narrow pulse is applied.

(a) Verify that the circuit behaves as a monostable multivibrator by drawing
the waveforms vR and vQ .

(b) Find the duration T of the output pulse, assuming T > tp .

CHAPTER 18

18-1 (a) Nonlinear distortion results in the generation of frequencies in the output
that are not present in the input. If the dynamic curve can be represented
by Eq. (18-6), and if the input signal is given by

• % = I 1 COS 0)it + 1 2 cos 0) 2t

show that the output will contain a dc term and sinusoidal terms of frequency
coi, co 2 j

2coi, 2co 2 ,
coi T co 2 ,

and coi — co 2 .

(6) Generalize the results of part a by showing that if the dynamic curve must
be represented by higher-order terms in ib ,

the output will contain intermodu-
lation frequencies, given by the sum and difference of integral multiples of

coi and co 2 ,
for example, 2coi + 2co 2 ,

2coi + to 2 , 3toi + co 2 ,
etc.

18-2 A transistor supplies 0.85 W to a 4-K load. The zero-signal dc collector cur-

rent is 31 mA, and the dc collector current with signal is 34 mA. Determine
the percent second-harmonic distortion.

18-3 The input excitation of an amplifier is ib = Ibm sin cot. Prove that the out-
put current can be represented by a Fourier series which contains only odd
sine components and even cosine components.

18-4 Supply the missing steps in the derivation of Eqs. (18-18).
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18-5 Obtain a five-point schedule for determining B 0 ,
Bh B 2) B d} and B A in terms of

/max) ^0.707, Ic, 1-0.707, and I min .

18-6 The p-n-p transistor whose input and output characteristics are given in Fig.

18-5 is used in the circuit of Fig. 18-4, with R s = 0 and R'l = {NVNi) 2Rl =

10 ft. The quiescent point is Ic — —1.1 A and Vce = —7.5 V. The peak-

to-peak 2,000-Hz sinusoidal base-to-emitter voltage is 140 mV.

() What is the fundamental current output?

() What is the percent second-, third-, and fourth-harmonic distortion?

(c) What is the output power?

(d) What is the rectification component B0 of the collector current?

Neglect any changes in the operating point.

18-7 Verify the data plotted in Fig. 18-6 for R'l = 20 ft.

18-8 For the operating conditions indicated in Fig. 18-5, calculate the fundamental

power Pi for (a) R'l = 5 ft, (b) R'L = 30 ft.

18-9 Repeat Prob. 18-6, but now assume a current drive (large R s) so that the base

current is sinusoidal, with a peak-to-peak value of 30 mA.

18-10 A power transistor operating class A in the circuit of Fig. 18-4 is to deliver

a maximum of 5 W to a 4-ft load (Rl = 4 ft). The quiescent point is adjusted

for symmetrical clipping, and the collector supply voltage is Vcc = 20 V.

Assume ideal characteristics, as in Fig. 18-7, with Vm i n = 0.

(a) What is the transformer turns ratio n = N 2
/N : ?

( b ) What is the peak collector current Im ?

(c) What is the quiescent operating point Ic ,
Vce ?

(d) What is the collector-circuit efficiency?

18-11 Draw three transistor collector characteristics to correspond to base currents

Id + hm, Id
,
Ib — hm- Draw the load line through the point ic = 0, vCe =

Vcc, and the quiescent point id = Ib, ic = Ic, and vce = Vc> This corre-

sponds to a series-fed resistance load.

() Assuming that the input signal is zero, indicate on the ic-vcE plane the areas

that represent'the total input power to the collector circuit, the collector dissi-

pation, and the power loss in the load resistance.

() Repeat part a if the input signal is sinusoidal, with a peak value equal to

Ibmm Also, indicate the area that represents the output power.

(c) The ratio of what two areas gives the collector-circuit efficiency?

(d) Repeat parts a to c for a shunt-fed load. Assume that the static resistance

is small but not zero.

18-12 In a push-pull system the input (base current) to transistor Ql issi = Xm cos ut,

and the input to transistor Q2 is x 2 = ~X m cos <at. The collector current in

each transistor may be expressed in terms of the input excitation by a series of

the form

ic — Ic + aix + a 2x
2 + a^ 3 + *

() With the aid of this series, show that the output current contains only odd

cosine terms.

() Show that the collector supply current contains only even harmonics, in

addition to a dc term.
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18-13 Prove, without recourse to a Fourier series, that mirror symmetry [Eq. (18-37)]
exists in a push-pull amplifier. Start with i = k(u - i2) and make use of Eq
(18-34).

4

18-14 A single transistor is operating as an ideal class B amplifier with a 1-K load.
A dc meter in the collector circuit reads 10 mA. How much signal power is

delivered to the load?

18-15 Given an ideal class B transistor amplifier whose characteristics are as in Fig.
18-9. The collector supply voltage VCc and the effective load resistance R'L =

are fixed as the base-current excitation is varied. Show that the
collector dissipation Pc is zero at no signal

(Vm = 0), rises as Vm increases, and
passes through a maximum given by Eq. (18-42)] at V„ = 2VCc/tt.

18-16 The idealized push-pull class B power amplifier shown in Fig. 18-8 has R 2 = 0,
Vcc = 20 V, Ni = 2 N\, and Rl = 20 fi, and the transistors have hFE = 20.
The input is a sinusoid. For the maximum output signal at Vm = Vcc ,

deter-
mine (a) the output signal power, (b) the collector dissipation in each transistor.

1 8-1 7 The power transistor whose characteristics are shown in Fig. 1 8-5 is used in the
class B push-pull circuit of Fig. 18-8, with R 2 = 0 and -VCc = -20 V. If the
base current is sinusoidal, with a peak value of 20 mA and R'L = (AVA^IRl =
15 fi, calculate (a) the third-harmonic distortion, (6) the power output, (c) the
collector-circuit efficiency.

18-18 RepeatProb. 18-17, using -Vcc = - 15 V, R'L = 7.5 Q, and a peak base current
of 30 mA.

18-19 The power transistor whose characteristics are shown in Fig. 18-5 is used in
the class B push-pull circuit of Fig. 18-8, with R 2 = 0 and - Vcc = -20 V and
Rl = 15 12. If the base voltage is sinusoidal, with a peak value of 0.4 V, plot
the output collector current. Note the crossover distortion.

18-20 Sketch the circuit of a push-pull class B transistor amplifier in the common-
collector configuration (a) with an output transformer, (6) without an output
transformer.

18-21 Discuss the push-pull complementary circuit of Fig. 18-11. In particular, show
that no even harmonics are present:

1 8-22 The circuit shown represents a transformerless class B single-ended complemen-
tary-symmetry push-pull power amplifier. Transistors Q2 and Q3 are matched
silicon devices, with hFE « h/c = 100 and hie = 50 fi. Q1 is a silicon transistor
whose small-signal h parameters are given in Table 8-2, and hFE = 50.
() Explain the operation of this circuit. Note especially the role of the capaci-
tor C2 . Neglect the reverse saturation currents.

() Calculate the quiescent currents in all the resistors, and determine the value
of R z so that

\VC Ez\ = \VCE 2
\

(c) Find the output resistance R 0) assuming ideal class B operation.
(d) Calculate the maximum power that can be delivered to the 8-ft speaker.
Take the output resistance R 0 into account, and assume VCE^ t - 0.

Hint: In parts c and d
}
assume that for class B operation R 4 = 0.
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Prob. 18-22

18-23 Verify Eqs. (18-57) and (18-58).

18-24 Find the output resistance of the series-regulated power supply as given by
Eq. (18-59). Hint: Short-circuit the input, Vi = 0, and derive the expression

for the output current, using an auxiliary voltage source.

18-25 Design a regulated power supply as shown in Fig. 18-17 with the following

specifications:

Nominal unregulated input voltage V { = 30 V and r 0 = 8 £2

Nominal regulated outout voltage V Q = 12 V
Maximum load current J/Jimax = 200 mA
Control transistor Ql (silicon): JiFe = hfc = 100, h ic = 200 12

Amplifier transistor Q2 (silicon): hFv = hfc = 200, h ie = 1 K
Reference avalanche diode D\ VR = 6 V, R z = 10 12 at I z = 20 mA

(a) Sketch the complete circuit and obtain reasonable values for R i, R 2 and R z .

(b) Calculate the voltage stabilization factor Sv .

(c) Calculate the output resistance R 0 .

18-26 In the circuit of Fig. 18-18, the control transistor Ql is replaced by a Darlington

pair Q1-Q3. The junction of R 3 and the collector of Q2 is connected to the

base of Q3.

{a) Discuss the possible improvement in over the value for the circuit of

Fig. 18-18.

(6) Show that the output resistance is

.
^3 + hfeZh iei

T ° + L 1
n/eihfcz

° ~
1 + Gm(R, + T 0 )

where Gm is as given by Eq. (18-57).

18-27 Repeat Prob. 18-25 using the circuit of Prob. 18-26. Assume that Q2 and

Q3 are identical.
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18-28 The circuit shown employs a Zener diode preregulator.

(a) Explain carefully the operation of the circuit.

(b) Obtain an approximate expression for the input regulation factor £r .

Hint: Assume AV0 ^ 0 when AV t
- »AV0 .

18-29 Sketch the circuit of a regulated semiconductor power supply whose output
is positive with respect to ground, using (a) p-n-p transistors, (b) complementary
transistors.

18-30 Sketch the circuit of a regulated semiconductor power supply whose output
is negative with respect to ground, using (a) p-n-p transistors, (b) n-p-n transis-
tors, (c) complementary transistors.

18-31 If the V-I characteristic of the p-n-p-n diode is as shown, calculate and plot
the output voltage u0 . Show all critical voltage and time values.

Prob. 18-31
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18-32

18-33

18-34

The circuit of Fig. 18-31 is adjusted so that conduction commences 90° after

the start of each positive half cycle of applied voltage. The SCR voltage drop

is negligible. The applied voltage is 300 V sinusoidal rms, and the load is a 50-SI

resistor. Calculate

(a) The dc load current.

(,b ) The power dissipated by the load.

(c) The rms load current.

The circuit of Fig. 18-34 is adjusted so that the conduction angle is 60°. The

rectifier and SCR voltage drops when conducting are negligible. The applied

voltage is 300 V rms, and the load is a 10-SI resistor. Calculate

() The reading of a true rms reading ammeter in series with the load.

() The reading of a dc ammeter in series with the load.

(c) The reading of a true rms reading voltmeter across the load.

(d) The reading of a dc voltmeter across the load.

(e) The dc load power.

(/) The total power dissipated by the load resistor.

The SCR is used to control the power delivered to the 50-SI load by the sinusoidal

source. If the gate supply Vgg is adjustable:

() Over what range may the conduction angle of the SCR be continuously

varied?

() Over what range may the load dc current be continuously varied if the

frequency is 60 Hz?

Prob. 18-34

eon a

18-35 The circuit shown is used to control the power dissipated in the 10-SI load

resistor. Assume that the bilateral switching diode has a breakdown voltage

of ± 2.8V and that the holding voltages of the diode and the triac are negligible.

Rl



892 / INTEGRATED ELECTRONICS App. C

The applied sinusoidal voltage is 300 V rms, at 60 Hz.
(a) Compute the conduction angle.

(b) Draw the waveform of the voltage applied to the load.

(c) Compute the total power dissipated by the load resistor.

CHAPTER 19

19-1 The specific gravity of tungsten is 18.8, and its atomic weight 184.0. Assume
that there are two free electrons per atom. Calculate the numerical value of n
and Ef .

19-2 How many elections per cubic meter in metallic tungsten have energies between
8.5 and 8.6 eV (a) at 0°K, (5) at 2500°K?

19-3 (a) Calculate the maximum energy of the free electrons in metallic aluminum
at absolute zero. Assume that there are three free electrons per atom. The
specific gravity of aluminum is 2.7.

(b) Repeat part a for the electrons in metallic silver. The specific gravity of
silver is 10.5. Assume that there is one free electron per atom.

19-4 (a) Show that the average energy ERV of the electrons in a metal is given by

C _ IE dnEE- ” 7^7
(b) Prove that the average energy at absolute zero is ZEF/5.

19-5 If the emission from a certain cathode is 10,000 times as great at 2000 as at
1500°K, what is the work function of this surface?

19-6 (a) If the temperature of a tungsten filament is raised from 2300 to 2320°K,
by what percentage will the emission change?
(b) To what temperature must the filament be raised in order to double its
emission at 2300°K?

19-7 Prove that the fractional change in thermionic current is given by

dl* _ (0 ,

Ew\ dT

ith A
19-8 If 10 percent of the thermionic-emission current is collected, what must be the

retarding voltage at the surface of the metal? The filament temperature is

2000°K.

19-9 What fraction of the thermionic current will be obtained with zero applied
voltage between the cathode and anode of a diode? The work function of the
cathode is 4.50 V, and the work function of the anode is 4.75 V. The cathode
temperature is 2000°K.

19-10 A plane cathode having a work function of 3.00 V is connected directly to a
parallel-plane anode whose work function is 5.00 V. The distance between
anode and cathode is 2.00 cm. If an electron leaves the cathode with a norrnal-
to-surface velocity of 5.93 X 10 5 m, s, how close to the anode will it come?
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19-11 A diode has an oxide-coated cathode operating at a temperature of 1000°K.

With zero plate voltage the anode current is essentially zero, indicating that the

contact potential is high enough to keep most of the electrons from reaching

the plate. The applied voltage is increased so that a small current is drawn.

Show that there is a tenfold increase in current for every 0.2-V increase in

voltage.

19-12 A diode with plane-parallel electrodes is operated at a temperature of 1500°K.

The filament is made of tungsten, the area being such that a thermionic current

10 juA is obtained. The contact difference of potential between cathode and

anode is 0.5 V, with the cathode at the higher potential.

(a) What current is obtained with zero applied voltage?

(b) What applied voltage will yield a current of 1 juA?

(c) What fraction of the electrons emitted from this filament can move against

an applied retarding field of 1 V?

19-13 Indicate by letter which of the following statements are true:

(a) The work function of a metal is always less than the potential barrier at the

surface of a metal.

(b) The potential barrier at the surface of a metal is a solid hill made up of the

material of the metal.

(c) The ionic structure of a metal shows that the inside of the metal is not an

equipotential volume.

(d) At absolute zero the electrons in a metal all have zero energy.

(e) The ionic structure of a metal shows that the surface of a metal is not at a

specific location.

(/) For an electron to escape from a metal, the potential barrier at the surface

of the metal must first be broken down.

(g ) The distribution function for the electrons in a metal shows how many

electrons arc close to a nucleus and how many are far away.

19-14 Indicate by letter which of the following statements are true:

(a) The potential energy as a function of distance .along a row of ions inside

a metal varies very rapidly in the immediate neighborhood of an ion but is

almost constant everywhere else inside the metal.

(b) The potential-energy barrier at the surface of a metal cannot be explained

on the basis of the modern crystal-structure picture of a metal, but it can be

explained on the basis of classical electrostatics (image forces).

(c) To remove any one of the free electrons from a metal, it is necessary only

to give this electron an amount of energy equal to the work function of the

metal.

(d) The symbol Ey used in the energy distribution function represents the

maximum number of free electrons’pcr cubic meter of metal at absolute zero.

(e) The area under the energy distribution curve represents the total number

of free electrons per cubic meter of metal at any temperature.

(/) The Dushman equation of thermionic emission gives the current that is

obtained from a heated cathode as a function of applied plate voltage.

19-15 Evaluate n given by Eq. (19-29). Hint: Refer to a table of definite integrals.

19-16 Verify the expression for p in Eq. (19-35). Hint: Refer to a table of definite

integrals.
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19-17 If the effective mass of an electron is equal to twice the effective mass of a hole,

find the distance (in electron volts) of the Fermi level in an intrinsic semicon-
ductor from the center of the forbidden band at room temperature.

19-18 (a) Verify the numerical values in Eqs. (19-41) and (19-42).

(6) From Eq. (19-42) and the numerical values given in Table 2-1 evaluate
m nmp/m 2

.

19-19 (a) Prove that the fractional change in the conductivity of an intrinsic semi-
conductor is given by

dor _ dni _ (3 EgA dT
ex

~~ m
~

\2
+

2hTJ Y
(6) Using the result of part (a), show that the conductivity of Ge (Si) at room
temperature increases approximately 6 (8) percent per degree increase in

temperature.

19-20 (a) In rc-type germanium the donor concentration corresponds to 1 atom per
10 8 germanium atoms. Assume that the effective mass of the electron equals
one-half the true mass. At room temperature, how far from the edge of the
conduction band is the Fermi level? Is EF above or below Ec ?

(b) Repeat part (a) if impurities are added in the ratio of 1 donor atom per 10 3

germanium atoms.

(c) Under what circumstances will EF coincide with Eel
19-21 (a) In p-type silicon the acceptor concentration corresponds to 1 atom per 10 8

silicon atoms. Assume that mp = 0.6 m. At room temperature, how far from
the edge of the valence band is the Fermi level? Is EF above or below Ev ?

(b) Repeat part (a) if impurities are added in the ratio of 1 acceptor atom per
5 X 10 3 silicon atoms.

(c) Under what condition will EF coincide with E v ?

19-22 In n-type silicon the donor concentration is 1 atom per 2 X 10 8 silicon atoms.
Assume that the effective mass of the electron equals the true mass. At what
temperature will the Fermi level coincide with the edge of the conduction band?

19-23 In p-type germanium at room temperature (300°K), for what doping concentra-
tion will the Fermi level coincide with the edge of the valence band? Assume
mv = 0.4 m.

19-24 (a) A germanium tunnel diode has impurity concentration at the p side of 3
parts in 10 3 atoms, and at the n side of 2 parts in 10 3 atoms. It mn = m p =
0.4 m, calculate EG) E0} and EF - ECn of this diode.

(b) Draw the energy bands for this diode using the results of part (a).

19-25 (a) A region of a semiconductor has a one-dimensional current flow in the x
direction, with current density J A/m 2

,
due entirely to the hole-concentration

gradient. J is constant with x and time;, at x = 0, the hole concentration is

p(0). Find the hole concentration as a function of x. Recombination, field

due to the stored charge, and conductivity modulation are all neglected. (This
situation corresponds to the base region in a step-graded p-n-p transistor.)

(6) Now suppose that there is also an electric field of magnitude 8 V 'm in

the negative a; direction. The same constant current J flows, but the hole
concentration is now p

#

(0) at x = 0. Noting that J is the diffusion current less
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the conduction current, show that (if £ is independent of x) the hole concen-

tration is

p{x)
J

and find x0 .

(c) Show that for small x the formula in part b reduces to

p(0) = P'(0) + p'(0)

where Dv is the diffusion constant for holes.

id) Sketch the results of parts (a) and (6) on the same axes for p'(0) > p(0).

How do the slopes compare?

19-26 (a) Let Q be the excess minority charge stored within a volume of cross section

A and length L. If there is no electric field within this volume and if the cur-

rent i flowing perpendicular to the section A is due exclusively to minority-

carrier diffusion, show that the stored charge Q satisfies the equation

di t

where r is the mean lifetime of the minority carriers.

(6) Show that the steady-state current is

19-27 A semiconductor diode carries a dc current IF in the forward direction. At

t — 0+ the current is changed abruptly to — IR . Show that the time t s required

for the removal of the excess minority-carrier charge Q 0 is

where r is the mean lifetime of holes and electrons. Hint: Use the results of

Prob. 19-26 and note that at t = 0, Q — Q 0 = tIf .

19-28 (a) Verify Eq. (19-91).

(6) Calculate [d(ln h)]/dT for Ge and Si (for rated current).

19-29 (a) Consider a diode biased in the forward direction at a fixed voltage V.

Prove that the fractional change in current with respect to temperature is

1 di _ VQ0 - V m
I dT tjTVt

+
T

(b) Find the percentage change in current per degree centigrade for Ge at

V = 0.2 V and for Si at V = 0.6 V.

19-30 Carry out in detail the derivation of the dynamic diffusion capacitance outlined

in Sec. 19-12.

19-31 Verify Eq. (19-117).
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19-32 (a) If it is not assumed that W, LD « 1, prove that Eqs. (19-114) and (19-116)

remain valid provided that

a / n Pno ,
W D 7ln£o\

an = Aq \D P— coth — H
\ Lb Lb Le J

. t\ Pno . IE
a 12 “ <^21 = — AqDp— csch —

Lb Lb

an = Aq (Dp ^coth
]L+^)

\ Lb Lb Lc /

(b) Show that if W,'Ln <5C 1, these expressions reduce to those given bv Eqs.

(19-115) and (19-117).

19-33 Using the results of Prob. 19-32a, verify that a = (3*

y

}
where y is given bv Eq.

(19-123) and (3* by Eq. (19-124).

19-34 If W /L b « 1, verify that Eqs. (19-125) and (19-126) follow from Eqs. (19-123)

and (19-124), respectively.

19-35 Starting with Eqs. (19-131) and (19-132) and assuming IB » Ico
,
prove that

VC Fa
~ + VT 111

1 + ^ (1 - a/)
i B

( l c 1 — ajV\
— + ~V

t

hi

1 + hpEi + -j-

wlierchFE = a.v, (1 — ay) and 1iFei = «//( 1 — 07). Compare with Eq. (5-31).

19-36 (a) The incremental resistance between collector and emitter for a grounded-
emitter switch at constant base current may be computed as

dVcE I d(VE - Vc)

dlc I/b

~~

die

where VE and Vc are, respectively, the voltage drops across the emitter and col-

lector junctions. Using Eqs. (19-13 1 ) and (19-132), show that

rCE = V T
1 — ay

Otylb — lc( 1 — tt.v) -f
- Ico

+
1 - Oil

In + Ic(l ~~ a i) + l eo

(b) If I B » Ico and if

Tcf.
Vt 1 — owa/

Ib ay

— ~ « 1, show that
In

19-37 (a) Show that Ic is given approximately by

1
,

Ieo(R H~ rbb')

[_

H yi
Ic — Ice it

=

1 — OiNOil + (1 — dy)
IEo(R + Tbb>)

~ Vt~
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where rbb , is the base-spreading resistance. Hint: Assume that the collector

junction is reverse-biased and that the emitter junction is slightly forward-

biased. Take advantage of the approximations which are allowed because the

forward bias is small.

(6) A germanium transistor operating at room temperature has aN = 0.98,

Ico = 2 y,A, Ieo ~
1.6 jliA, and rbb , = 200 ft. Calculate Iq for R = 0 and

R = oo
.

(c) What value of R will give a collector current midway between the currents

corresponding to a shorted and open base?

Prob. 19-37

19-38 Use the Ebers-Moll equations to show that the transconductance of a transistor

in the active region is given by

Qm —
die 1 (1 - on) Ico

1 c —
dVE Vc = const

" Vt 1 — aNai

U_

Vt

Hint: Assume ev c/r T « 1.

19-39 A t}rpe 2N404 germanium transistor is operated at room temperature in the CE
configuration. The supply voltage is 6 V, the collector-circuit resistance is

200 ft, and the base current is 20 percent higher than the minimum value

required to drive the transistor into saturation. Assume the following tran-

sistor parameters: Ico = -5 jaA, Ieo = -2 \iA, hFE = 100, and rbb ,
= 250 ft.

Find Fsij.aatand VCe, bat-

19-40 The type 2N1708 double-diffused silicon transistor has parameters kFE — 30,

hFE i = 0.2, rbb ,
= 30 ft, and Ico = 13 nA and has a collector body resistance of

6 ft. It operates with IB = 1 mA and Ic — 10 mA. Find Vbe and VCe at

room temperature.
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Amplifiers:

RC~coupled, 388-389
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263-269

low-frequency response, 389-395

short-circuit current gain, 356-359

short-circuit current-gain-bandwidth

product, 358-359

source impedance, effect on response,

361-367

transfer function, 361-365

transresistance, 410

tuned, 558-564

upper 3-dB frequency, 377

video, 565-567

voltage, 408-409

voltage follower, 540, 542-543

Amplitude distortion, 374, 679-684

Amplitude-distribution analyzer, 570

Amplitude modulation, 114

demodulator, 114-115

modulator, 564-565

Analog computation, 546-548

Analog-to-digital converters, 665-667

AND gate, 161-163

and-or-invert {AOI) circuit, 594-595

Angstrom unit, 764

Antilog amplifier, 575-577

Aperture time, 571

Aspect ratio, 648

Asynchronous counters, 636-641

Atom:

Bohr-Rutherford model, 5-7

energy-level diagram, 7-8

excitation potentials, 8

ionization potentials, 8

radius, 7

Atomic number, 12

Atomic weight, 1-2, 12

Attenuator, programmable, 665

Automatic gain control, 560

Avalanche breakdown, 74

Avalanche diode, 73-77

dynamic resistance, 75-76

temperature characteristics, 75-77

temperature compensated, 76

Avalanche multiplication:

in diodes, 74

in transistors, 149-151

Average detector, 573

Avogadro’s number, 763

Band-reject filter, 553-554

Band structure of solids, 14-17

Bandpass filter, 553-557

Bandwidth, 357, 365-367, 378

noise, 402

Barkhausen criterion, 484

Barrier capacitance, 63-67

potential, 4, 51

Base diffusion, 201

Base-spreading resistance, 138

Base width, 128

Base-width modulation, 128-129

Beam leads, 225-227

Beta:

in feedback amplifiers, 411-414

of transistor, 133, 143, 144

Bias:

compensation, 299-303

emitter, 287-290

FET, 335-339

against device variation, 336-338

fixed-, 284-285

for linear integrated circuits, 301-302

self-, 287-290, 335-336

stability, 285-287, 290-299

transistor high-input-resistance circuits,

276-278

Bias curve, 288

Binary {see flip-flops)

Binary addition ( see Adder, binary)

Binary-coded-decimal (BCD) system, 610

Binary counters {see Counters)

Binary number system, 156-159

Binary subtraction, 604

Bistable multivibrators (see flip-flops)

Bode plots, 378-382

Bohr atom, 7

Boltzmann constant, 763

Boltzmann relationship, 44
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Bond:

covalent, 22

electron-pair, 22

Boolean algebra, 156

canonical form of expressions, 599

identities, 161, 163, 166, 171-175

Bootstrapping, 277-278

Breakdown diode, 73-77

Breakdown voltages in transistors, 149-151

Breakover voltage, 708

Bridge amplifier, 541

Buried layer, 212-213

Butterworth filters, 549-553

Butterworth polynomials, 549-550

Canonical form of Boolean expressions, 599

Capacitance:

barrier (see Barrier capacitance)

diffusion: dynamic, 70-71, 753-754

static, 69-70

input, amplifier (see Input admittance)

parasitic: in integrated circuits, 199-201

in MOS logic circuits, 648

space-charge, 63-67

storage, 69-71

transition, 63-67

Capacitor, bypass electrolytic. 394

Capacitor filters, rectifier, 109-114
Carriers in semiconductors, 22-24

Carry look-ahead, 642-643

Cascaded amplifiers (see Amplifiers,

cascaded transistor stages)

Cascode amplifier, 560-567

Cathode-ray-tube displays, 667-671

Character generators, 667-671

Characteristic curves:

LS222 (photodiode), 83

LS223 (photodiode), 83

MRD 450 (silicon n-p-n phototransistor),

152

1N77 (germanium photodiode), 80
1N270

(p-n germanium diode), 59
1N3605, 1N3606, 1N3608, 1N3609 (silicon

p-n diodes), 59-60

2N404 (germanium p-n-p transistor), 137
2N708 (silicon n-p-n), 286

Charge-control description of diode, 67-69
Circuit notation conventions, 234-235
Circulating memory, 635

Clamping circuits:

diode, 115

operational amplifier, 572

precision, 572

Clipping circuits:

diode, 93-99

operational amplifier, 568-569
Code converters, 617-620
Colpitts oscillator, 492

Common-base configuration, 126-130, 254,

267

Common-collector configuration, 145, 254,

265-267

(See also Emitter follower)

Common-emitter configuration, 130-139,

254, 263-265

Common-mode rejection ratio, 505-506
Common-mode signal, 505

Comparator:

digital, 605-608

diode, 99-100

operational amplifier, 568-570

regenerative, 583-585

Compensation:

bias, 299-303

dominant pole, 477-478, 527-528

of feedback amplifiers, 475-483
lag-lead, 478-480

lead, 531-534

Miller effect, 529-531

by modification of feedback network,
480-483, 531-534

of operational amplifiers, 527-534
pole-zero, 478-480, 528-531

Complementary error function, 204-206
Complementary MOS, 332

Complementary-symmetry transistors, 695
Concentration in semiconductor, 735-739

Conduction angle, 720

Conduction band, 16

Conductivity, 19-22

in semiconductors, 28

Conductivity modulation, 32-35

Conservation of electric charge, 40
Constant current source, 508-509

Constants, table of, 763

Contact potential, 45

Continuity equation, 39-40, 746-747
Conversion:

ac-to-dc, 571-574

(See also Rectifier circuits)

analog-to-digital, 665-667

BCD-to-decimal, 610-611

BCD-to-seven segment, 621-623
binary-to-Gray, 617-620

code, 617-620

current-to-voltage, 540

decimal-to-binary, 158
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Conversion:

digital-to-analog, 661-665

Gray-to-binary, 617-620

parallel-to-serial, 613, 634

serial-to-parallel, 633

voltage-to-current, 539-540

Conversion efficiency, 688

Conversion factors, 764

Converters (see Conversion)

Counters:

applications, 645-647

asynchronous, 636-641

carry look-ahead, 642

carry propagation delay, 641

decade, 639-640, 643-645

divide-by-M 635, 639-641, 645-646

Johnson, 636

parallel carry, 642-643

reversible, 638-639

ring, 635-636

ripple, 636-641

series carry, 641-642

synchronous, 641-645

twisted-ring, 636

up-down, 638-639, 643

Covalent bond, 22-23

Critical wavelength, 34

Crossover distortion, 696

Crossovers, 222

Crystal oscillator, 495-496

Current density, definition, 19-22

Current gain, 123-124, 138-139, 143-144,

241, 246, 248, 356-359

Current-gain-bandwidth product, 358

Current-to-voltage converter, 540

Cutin, capacitor filter, 111

Cutin voltage:

diode, 59-60

transistor, 139-142

Cutoff region:

common-base configuration, 130

common-emitter, 134-136

Cutout, capacitor filter, 111

D-type flip-flop, 630-631

Damping factor, 453, 549

Darlington circuit, 274-279

bootstrapped, 277-279

Dc current gain of transistor, 138-139, 144

Decade counters:

asynchronous, 639-640

synchronous, 643-645

Decimal-to-binary conversion, 158

Decoders, 609-612

BCD-to-decimal, 610-611

lamp driver, 612

seven-segment, 621-623

Delay angle, 716

Delay equalizer, 557-558

Delay line, digital, 635

Delay time, 454

DeMorgan’s laws, 173-175

Demultiplexer, 611-612

Density of states, 730-731

Depletion region, 51

Dielectric constant:

germanium, 29

silicon, 29

Dielectric isolation, 225

DIFF AMP:

common-mode rejection ratio, 505-506

common-mode signal, 505

with constant current source, 508-509

direct-coupled, 540-541

in logic circuits, 586-590.

as a multiplier, 578

transfer characteristics, 510-512

Differential amplifier ( see diff amp;

Operational amplifier)

Differentiator, 546

Diffused resistors, 216-218

Diffusion, 38-39

apparatus, 207-208

base, 201

capacitance: dynamic, 70-71, 753-754

static, 69-70

coefficients, 207

constant, 39

current, 38-39, 42-43

emitter, 201

of impurities, 204-209

isolation, 199-201

law, 204

length, 41-42

Diffusion-type transistor, 125-126

Digital-to-analog converters, 661-665

multiplying, 665

Diode:

avalanche {see Avalanche diode)

breakdown, 73-77

catching, 98-99

clamping circuits, 115

clipping circuits, 93-99

comparator, 99-100

envelope demodulator, 114-115

four-layer (see p-rirp-n below)

integrated, 214-216
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Diode:

light-emitting, 83-84

logic, 159-163

matrices, 614-617

peak detector, 114-115

photo-, 79-83

multiple-junction, 152-153

p-n junction, 49-86, 740-754

band structure, 740-741

charge control description of, 67-69

charge storage, 68-69

contact difference of potential, 741-742

current components, 55-58, 750-751

cutin voltage, 59-60

diffusion capacitance, 69-71, 753-754

dynamic resistance, 62-63

highly doped, 743-746

monolithic, 214-216

ohmic contacts, 53-54

piecewise linear characteristic, 62-63,

91-93

reverse recovery time, 71-72

reverse saturation current, 53, 56-57,

61, 751

static resistance, 61-62

storage time, 73

temperature dependence of, 61, 752

transition capacitance, .63-65

transition time, 72-73

volt-ampere characteristic, 58-61

p^i-p-n, 708-713

bilateral, 712-713

rate effect, 712

volt-ampere characteristics, 711

rectifiers, 103-114

reference, 76-77

sampling gate, 100-102

Schottky, 228-229

tunnel, 77-79, 743-746

varactor, 66-67

Distance measurement, 646

Distortion:

amplitude, 374, 679-684

crossover, 696

delay, 374

frequency, 374

harmonic, 679-684

nonlinear, 374

second harmonic, 679-681

Distortion factor, 683

Distribution, Fermi-Dirac, 728-729

Divide-by-iV circuits, 635, 639-641, 645-646

Dominant pole, 382

compensation, 477-478, 527-528

Donor impurities, 25

Dot matrix of characters, 667-668

Doubler, voltage, 109

Drift current, 19-22, 39, 43

Dushman equation, 734

Dynamic characteristic, 88-89

Dynamic load line, 283-284

Early effect, 128-129

Ebers-Moll analysis of transistors, 145-149,

756-760

circuit model, 146-148

currents as function of voltages, 756

cutin voltage, 759-760

cutoff region, 758-759

equations, 756

open-circuited base, 759

saturation region, 760

short-circuited base, 759

voltages as functions of currents, 148-149

Effective mass, 24

Efficiency, conversion, 688-690

Einstein relationship, 39, 742-743

Electron emission:

photoelectric {see Photoelectric effects

in semiconductors)

thermionic, 733-734

Electron gas, 20

Electron shell, 11-14

Electron spin, 11

Electron volt, definition, 4-5

Electronic charge, 763

Electronic mass, 763

Electronic motion in uniform electric fields,

2-4

Emitter diffusion, 201

Emitter follower, 251-253

with collector resistor, 273-274

Darlington, 274-276

high-frequency analysis, 367-370

{See also Common-collector configuration)

ENABLE operation, 169-171

Encoders, 614-617

Energy bands in solids, 14-17

Energy levels, 7-8, 13

Envelope demodulator, 114-115

Epitaxial growth, 198-199, 202-203

Epitaxial-type transistor, 126

Equivalent circuit:

FET, 318-321

Norton's, 250

Thevenin’s, 250

transistor (see Transistor, model)
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Esaki diodes, 77-79

Exclusion principle, 11

EXCLUSIVE-OR circuit, 171-173

Fan-in, 183

Fan-out, 181-183

Feedback amplifiers, 408-483

advantages of, 413

analysis method, 425-426

bandwidth improvement, 449-450

beta, 411-414

compensation, 475-483

(See also Compensation)

current-series, 414-415, 421, 424-426,

432-437, 463-465

current-shunt, 414-415, 421-422, 424, 426,

437-441, 465-469

degenerative, 415

desensitivity, 417

distortion, 418-419

frequency response, 447-459

approximate analysis, 458-459

gain margin, 474-475

input resistance, 419-422

loop gain, 415-416

lower 3-dB frequency, 448

negative, 415-419

noise, 419

operational (see Operational amplifier)

output resistance, 422-425

phase margin, 474-475

positive, 415

regenerative, 415

return difference, 416-417

return ratio, 415-416

reverse transmission factor, 414

root locus, 452, 457-458

stability, 417-418, 471-475

step response, 453-457

transfer functions, 448-458

transfer gain, 412-415

upper 3-dB frequency, 448, 459

voltage-series, 414-415, 420-421, 423-424,

426-432, 469-471

voltage-shunt, 414-415, 422, 424, 426,

441-445, 459-462

Fermi-Dirac function, 728-730

Fermi energy level, 729-730

FET (see Field-effect transistor)

Field-effect transistor:

biasing, 335-339

common-drain amplifier, 332-335, 344-345

common-source amplifier, 332-335,

341-344

Field-effect transistor:

depletion MOSFET, 325-326

enhancement MOSFET, 322-323

gate protection, 327

insulated-gate, 322-328

logic circuits, 328-332, 648-650

noise, 405

ON resistance, 316

operation of, 312

pinch-off voltage, 314-315, 326

small-signal model, 318-321, 328

static characteristics, 312-314

threshold voltage, 323-324

transfer characteristic, 318

as a voltage variable resistor, 339-341

Filters:

active, 548-558

band-reject, 553-554

bandpass, 553-557

Butterworth, 549-553

delay equalizer, 557-558

high-pass, 553

low-pass, 548-553

rectifier, capacitor, 109-114

Flicker noise, 405

FLIP-FLOPS:

clocked, 625-631

D-type, 630-631

J-K, 627-629

master-slave, 629-630

memory cell, 624-625

race-around, 629

set-reset (S-R), 624-627

shift registers, 632-635

T-type, 631

Foot-candle, 764

Force on charged particle in electric field, 2

Four-layer diode (see Diode, p-n-p-n )

Fourier series, 681-684

Frequency:

corner, 378

lower 3-dB (low), 376

upper 3-dB (high), 377

Frequency distortion, 374

Frequency measurement, 646

Frequency response, 356, 374-378

Frequency stability of oscillators, 496-498

Full adder, 598-600

Gain:

current, 123, 138-139, 143-144, 241, 246,

248

margin, 474-475

voltage, 247
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Gain-bandwidth product, 358, 365-367

Gates:

logic, 159-194

and, 161-163

and-or-invert (AOI), 594-595

dynamic, 648-650

EXCLUSIVE-OR, 171-173

INHIBITOR, 169-171

inverter, 163-166, 329-330

HAND, 175-177, 179-181, 330

NOR, 178, 330-331

NOT, 163-166, 329-330

transistor limitations, 166

or, 159-166

sample and hold, 570-571

sampling, 100-102

Gaussian distribution, 205-206

Germaniun:

crystal structure, 22-23

properties, 29

spectral response, 34

h parameters (see Hybrid parameters)

Half adder, 596-597

Hall coefficient, 32

Hall effect, 31-32

Harmonic distortion, 679-684

Hartley oscillator, 492

High-pass filter, 553

Holding current and voltage, 711

Holes in semiconductors, 23-24

Hybrid circuits, 227

Hybrid model, 237-240

simplified, 263-265

Hybrid parameters, 237-243

analysis with, 245-249

conversion formulas, 244-245

variations, 242-243

Hybrid-Ti transistor model, 348-349

capacitances, 353-354

conductances, 350-353

variation of parameters, 355-356

Hydrogen, energy levels, 7-8

Hysteresis, 583-584

Impedance matching, 684-685

INHIBIT operation, 169-171

Input admittance:

common-drain configuration, 345

common-source configuration, 342-

343

emitter-follower, 369-370

Input capacitance (see Input admittance)

Input characteristics of transistors:

common-base, 127-129

common-emitter, 131-132

Input impedance of transistor, 124, 246-

247

Input resistance, 124, 246-247

Insulators, 16

Integrator, 543-545

Intermodulation frequencies, 681

Intrinsic semiconductor, 22-24, 735-739
Inverse peak-voltage rating, 107

Inverter, analog, 538

inverter circuit, 163-166, 329-330

Ion implantation, 324

Ionization, 8-10

Ionization potential, 8

Isolation diffusion, 199-201

Isolation islands, 199

J-K flip-flops, 627-630

Johnson counter, 636

Johnson noise, 401-402

Junction diode (see Diode, p-n junction)

Lag-lead compensation, 478-480

Large-scale integration, 227-228, 596

Large-signal amplifiers:

class A, 677-679

class AB operation, 695-698

class B, 692-695

complementary-symmetry, 695

conversion efficiency, 688-690

efficiency, 687-690

integrated, 697-698

push-pull, 690-698

transformer-coupled, 684-687

transformerless, 695

Lateral diffusion, 212

Lateral p-n-p transistor, 213

Law of the junction, 56, 750

Lead compensation, 531-534

LEDs, 83-84

Lifetime of carriers, 35-37

Light:

absorption, 10

particles, 9

photoemission (see Photoelectric effects)

photon nature of, 9

sources, 83-84

velocity, 763

Light-emitting diodes, 83-84

Load line, 87, 90

dynamic, 283-284
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Load line:

push-pull, 694

static, 87-88, 283-284

Logarithmic amplifiers, 574-575

Logarithmic multipliers, 577-578

Logic:

circuit packaging, 594-596

complementary MOS (CMOS), 332

current-mode (CML), 586-590

diode (DL), 159-163

diode-transistor (DTL), 175-184

integrated, 179-183

output stages, 186-189

direct-coupled transistor (DCTL),

189-192, 330-331

emitter-coupled (ECL), 586-590

high-threshold (HTL), 184-185

levels, 158

MOS, 328-332

dynamic, 648-650

two-phase, 649-650

negative, 158-159

positive, 158-159

pulse, 159

resistor-transistor (RTL), 189-190

sequential, 624

transistor-transistor (TTL), 185-186

output stages, 186-189

truth tables, 159-160

two-level, 173

wired, 183-184, 590

Logic gates (see Gates, logic)

Long-wavelength threshold, 34

Look-up tables, 621

Loop gain, 415-416

Low-pass filter, 548-553

Lumen, 764

Majority carrier, 27

Masking, diffusion, 203-204

Mass, table of values, 12, 763

Mass-action law, 26-27, 44-45

Master-slave flip-flops, 629-630

Matching, impedance, 684-685

Mean free path, 20

Medium-scale integration, 227-228, 596

Memory:
circulating, 635

dynamic, 635

MOS, 653-655, 660-661

one-bit, 624-625

random-access, 655-661

read-only (see Read-only memory)

registers, 632-635

Metal-oxide-semiconductor (MOS):

capacitor, 219-220

diode, 228-229

transistor (see Field-effect transistor)

Metals:

electron emission from, 733-735

energy bands in, 17

energy distribution of electrons in,

726-733

Fermi level in, 730

potential energy field in, 726-727

quantum states in, 731-733

thermionic emission from, 733-734

work function of, 733

Micron, 764

Miller effect compensation, 529-531

Miller’s theorem, 255-258

Minority carrier, 27

injection, 41-43

storage, 68-69, 73, 168-169

Mobility, 19-22

experimental determination of, 31-32

of germanium, 29

of silicon, 29

Modulation:

amplitude, 114

demodulator, 114-115

modulator, 564-565

pulse-time, 570

Molecular weights, 12

Monostable multivibrator, 580-581, 583

MOS (see Metal-oxide-semiconductor)

Multiplexers, 612-613

Multipliers:

differentia] amplifier, 578

Hall-effect, 32

logarithmic, 577-578

Multiplying digital-to-analog converter,

665

Multivibrators:

bistable (see flip-flops)

monostable, 580-581, 583

Mutual characteristic, 318

Mutual conductance, 319

n-type impurities, 25

NAND circuit, 175-177, 330

integrated, 179-181

Negative resistance:

in emitter followers, 369-370

in tunnel diodes, 77-79

Noise, 401-405

Noise bandwidth, 402

Noise figure, 402-404
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Nonlinear distortion, 374

(See also Distortion)

nor circuit, 178-179, 330-331

Norton’s theorem, 250

not circuit, 163-166, 329-330

Notation, transistor circuit, 234-235

Nyquist criterion, 472

One-shot, 580-581, 583

Operating point in transistor circuits,

282-284

Operational amplifier (OP AMP), 501-534

adder, 538-539

in analog computation, 546-548

applications, 537-590

balancing techniques, 519-520

common-mode rejection ratio, 505-506

comparator, 568-570

compensation, 527-534

{See also Compensation)

current-to-voltage converter, 540

differentiator, 546

frequency response, 524-526

gain, 502

integrated, 512-517

integrator, 543-545

inverting, 503-504, 538

measurement of parameters, 521-524

noninverting, 504

offset currents and voltages, 517-519

temperature dependence, 520-521

oscillator, 492-495

output impedance, 503

phase shifter, 538

power supply rejection ratio, 518

scale changer, 538

slew rate, 518, 534

stability, 526

step response, large signal, 534

virtual ground, 502-503.

voltage, follower, 540, 542-543

voltage-to-current converter, 539-540

OR gate, 159-161

Oscillators:

relaxation, 720-721

sinusoidal, 483-498

amplitude stability, 490, 494-495

Barkhausen criterion, 484

Colpitts, 492

crystal, 495-496

frequency stability, 496-498

Hartley, 492

phase-shift, 485-488

resonant circuit, 488-490

Oscillators:

sinusoidal: tuned-collector, 490

tuned-drain, 488-490

Wien bridge, 492-495

Output admittance of transistor, 248-249

Overshoot, 454

p-type impurities, 26

Parallel in, parallel out register, 634

Parallel-to-serial conversion, 613, 634

Parameters:

field-effect transistor, 318-321

transistor {see Transistor)

Paraphase amplifier, 538

Parasitic capacitance:

in integrated circuits, 199-201

in MOS logic circuits, 648

Parity:

in binary words, 607

checker, 607-609

generator, 607-609

Peak detector, 573-574

Peak inverse voltage, 107

Periodic table, 12

Permittivity of free space, 763

Phase-inverter circuits, 538

Phase margin, 474-475

Phase-shift oscillator, 485-488

Phasemeter, 570

Photoconductive cells, commercial, 35

Photoconductors, 33-35

Photodiode, 79-83

Photoduodiode, 152-153

Photoelectric effects in semiconductors,

33-35, 79-84

critical wavelength, 34

long-wavelength threshold, 34

spectral response, 34

Photoelectric yield, 34-35

Photoexcitation, 10

Photoionization, 10

Photons, 9-10

Photoresist, 203

Photoresistors, 33-35

Phototransistors, 152-153

Photovoltaic effect, 81-83

Physical constants:

for germanium and silicon, 29

table, 763

Pinch-off voltage, 314-315, 326

Planck’s constant, 763

p-n-p-n diode {see Diode, p-n-p-n)

Poisson’s equation, 51

Pole-zero compensation, 478-480, 528-531
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Potential, definition, 2

Potential energy, definition, 3

Potential-energy barrier:

definition, 4

in metals, 726-727

Potential variation:

in graded semiconductors, 43-44

in p-n junction, 45, 50

transistor, 120-121

Power amplifier (see Large-signal

amplifiers)

Power control circuits, 715-723

conduction angle, 720

continuous, 723

delay angle, 716

full-wave, 720

half-wave, 716-719

phase control, 720-721

Power supply (see Rectifier circuits;

Regulated power supply)

Predeposition, 208

Programmable attenuator, 665

Propagation delay in logic circuits,

192-193

Pull-up:

active, 186-187

passive, 186

Pulse generator, 580-581, 583

Pulse-time modulator, 570

Punch-through breakdown, 151

Push-pull amplifier, 690-698

Quality factor, 452-453, 554

Quantum number, 11, 13

Quantum states, 731-732

Quiescent point (Q point), 282-284

Race-around condition, 629

Radiation from atoms, 7-8

photoelectric sensitivity to, 34-35

RAM (see Random-access memory)
Random-access memory (RAM), 655-661

bipolar transistor, 658-660

coincident selection, 656

dynamic MOS, 661

linear selection, 656

static MOS, 660-661

Rate effect, 712

Ratings:

diodes, 107

transistors, 149-151, 282-283

Ratio inverter, 648

Reach-through, 151

Read-only memory (ROM), 617-623

character generator, 623

code converter, 617-620

combinational logic, 623

decoder/encoder, 617-620

field-programmable, 620

look-up tables, 621

MOS, 653-655

programming, 620

sequence generator, 621

Recombination in semiconductor, 37-38

Recombination centers, 37-38

Recovery time, 71-72

Rectifier:

semiconductor (see Diode, p-n junction;

Rectifier circuits)

silicon-controlled, 713-715

Rectifier circuits:

bridge, 108

fast, 571-572

full-wave, 106-109

half-wave, 103-106

low-level, 571-572

regulation in, 105-106

voltage-doubling, 109

voltage multipliers, 109

Rectifier filters (see Filters, rectifier)

Rectifier meter, 108-109

Regulated power supply, 698-707

integrated, 706-707

series voltage regulator, 700-706
stabilization, 700

transistor preregulator, 704

Relaxation oscillator, 720-721

Resistance, negative (see Negative
resistance)

Resistivity, 19-22

Resonant-circuit oscillator, 488-490
Reverse saturation current:

p-n diode, 53, 56-57, 61, 751

transistor, 135-136, 758-759

Reversible counter, 638-639

Richardson equation, 734

Right-shift, Left-shift register, 634-635
Ring counters, 635-636

Ripple counters, 636-641

Rise time, 167-168, 383-384, 454
ROM (see Read-only memory)
Root locus, 452, 457-458

Sample-and-hold circuits, 570-571

Sampling gates (see Gates, sampling)



INDEX / 909

Sampling network, 411-412

Saturation region:

analysis, 760

common-base configuration, 130

common-emitter, 136-139

temperature dependence, 138

Saturation resistance, 137-138

Schmitt trigger, 583-585

Schottky diode, 228-229

transistor, 229-230

Schottky noise, 402

Schriidinger equation, 11

Self-bias, 287-290

Semiconductors:

acceptor impurities, 26

continuity equation, 39-40, 746-747

diode (see Diode)

donor impurities, 25

doping, 24-27

energy bands in, 16-17, 25-26

Fermi level in, 737-740

graded, 43-45

Hall effect in, 31-32

intrinsic, 22-24, 735-739

majority carriers in, 27

minority carriers in, 27

w-type, 25

p-type, 26

photoelectric effects in, 33-35, 79-84

p-n junction (see Diode, p-n junction)

recombination in, 37-38

transistors (see Transistor)

Sensitivity:

of photodiode, 81

spectral, 34-35

Sensistor, 33

Sequence generators, 621, 635

Serial-to-parallel converter, 633

Series-in, series-out register, 634

Settling time, 454

Sheet resistance, 216-217

Shift registers, 632-635, 650-653

dynamic MOS, 650

four-phase, 652-653

static MOS, 651-652

Short-circuit admittance parameters, 560-

561

Short-circuit current gain, 124, 143-144,

241, 356-359

Shot noise, 402

Signal-to-noise ratio, 403

Silicon:

properties of, 29

spectral response, 34

Silicon controlled rectifier, 713-715

in power control circuits, 716-723

Silicon controlled switch, 715

Silicon diode (see Diode, p-n junction)

Slew rate, 518, 534

Small-scale integration, 595

Solar battery, 83

Solid solubility, 206-207

Space-charge capacitance, 63-67

Space-charge region in p-n junction, 49-

52

Spectral response, 34-35

Speed measurement, 647

Square-wave generator, 579-580

Square-wave testing, 385

S-R flip-flops, 624-627

Stability:

amplitude of oscillator, 490, 494-495

bias, 285-287

of feedback amplifier, 471-475

frequency, of oscillator, 496-498

of operational amplifier, 526

thermal, 305-308

Stability factors, 290-294

Static characteristics (see Characteristic

curves)

Stationary states in atoms, 7

Storage of minority carriers, 68-69, 73,

168-169

Storage time:

diode, 73

transistor, 167-169

Subtractor, binary, 604-605

Supergain transistor, 214

Synchronous counters, 641-645

T-type flip-flops, 631

Temperature, voltage equivalent of, 39

Thermal noise, 401-402

Thermal resistance, 304-305

Thermal runaway, 303-304

Thermal stability, 305-308

Thermionic emission, 733-734

Thermistor, 33

Thevenin’s theorem, 106, 250

Thin-film capacitors, 219-220

Thin-film resistors, 218-219

Threshold voltage, 323-324

Tilt, 384-385

Time-interval measurement, 646

Timing-marker generator, 569

Totem-pole configuration, 186-189, 516-

517
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Transconductance:

FET, 319

transistor, 350

Transfer characteristic:

FET, 318

transistor, 140

Transformer, impedance matching, 684-685

Transistor:

active region, 129-134

alloyed junction, 125

alpha, 123, 757

base-spreading resistance, 138

base width, 128

beta, 133, 143, 144

biasing circuits, 284-285, 287-288,

299-303

breakdown voltages, 149-151

characteristics: active region, 129-134

analytic expressions for, 145-149,

758-760

cutoff region, 130, 134-136, 758-759

saturation region, 130, 136-139, 760

common-base configuration, 126-130, 254,

267

common-collector configuration, 145, 254,

265-267

common-emitter configuration, 130-139,

254, 263-265

complementary symmetry, 695

construction, 125-126, 196-202, 209-214

current components, 121-123, 755-756

current gain, 123, 138-139, 143-144, 241,

246, 248

cutoff region, 130, 134-136, 758-759

d-c current gain, 138-139, 144

delay time, 167-168

diffusion type, 125-126

Ebers-Moll analysis (see Ebers-Moll

analysis of transistors)

epitaxial type, 126

fall time, 167-168

field effect (see Field effect transistor)

graphical analysis, 233-237

hybrid model, 237-240

simplified, 263-265

hybrid- 7T model, 348-356

input impedance, 246-247

integrated, 209-214

junction voltage values, 139-142

lateral p-n-p , 213-214

model: hybrid, 237-240, 263-265

hybrids, 348-356

noise, 404-405

output admittance, 248-249

Transistor:

parameters: alpha, 123, 757

capacitances, 353-354

conductances, 350-353

hybrid, 237-243

hybrid-TT, 349-356

typical values, 243, 349

photo-, 152-153

planar, 125-126

potential variation through, 120-121

punch-through, 151

ratings, 149-151, 282-283

reach-through, 151

reverse saturation current, 135-136,

758-759

rise time, 167-168

saturation charge, 168-169

saturation region, 130, 136-139, 760

saturation resistance, 137-138

Schottky, 229-230

short-circuit current gain, 238, 241

storage time, 167-169

supergain, 214

temperature variation: of dc current

gain, 295-296

of hybrid parameters, 242-243

of hybrid-77- parameters, 356

of junction voltages, 138, 141, 295-

296

of reverse saturation current, 135,

295-296

transfer characteristic, 140

turn-off time, 167-168

turn-on time, 167

vertical p-n-p, 214

voltage gain, 247

Transistor amplifier (see Amplifiers)

Transition capacitance, diode, 63-65

Transport factor, 224

Triac, 715

in power control circuits, 722-723

Triangle-wave generator, 581-583

Truth table, 159-160

Tuned amplifiers, 558-564

Tuned-collector oscillator, 490

Tuned-drain oscillator, 488-490

Tunnel diode, 77-79, 743-746

Tunneling phenomenon, 77, 743

Twisted-ring counter, 636

Up-down counter:

asynchronous, 638-639

synchronous, 643
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Valence band, 15

Varactor diodes, 66-67

Vertical p-n-p transistor, 214

Video amplifiers, 565-567

Volt-ampere characteristics (see

Characteristic curves)

Voltage amplification, 247

Voltage-to-current converter, 539-540

Voltage-doubling rectifier, 109

Voltage equivalent of temperature, 39

Voltage follower, 540, 542-543

Voltage gain, 247

Wave function, 11

Wave mechanics, 10-11

Waveform generators, 579-583, 647

Wavelength:

critical, 34

DeBroglie, 10

White noise, 401

Wien bridge oscillator, 492-495

Wired logic, 183-184, 590

Work function of metal, 733

y-parameters, 560-561

Zener breakdown, 74-75

Zener diodes, 73-77

Zero-crossing detector, 569
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